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Introduction

This volume records the third conference dedicated to light-emitting diodes (LEDs).
It was held during SPIE Photonics West in San Jose, California, on January 27-28,
1999.

The proceedings contains 26 invited and contributed papers appearing in five sessions,
and one keynote address. The papers cover LEDs emitting in the ultraviolet, visible,
and infrared regions of the optical spectrum. LEDs are used for display,
communication, and other applications, and this volume provides an overview of the
currently rapid progress of this field.

We thank the authors, program committee members, session chairs, and their
affiliations for providing this valued and timely update on LED research,
manufacturing, and applications.

E. Fred Schubert
lan T. Ferguson
H. Walter Yao
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InGaN-based uv/blue/green/amber/red LEDs

T. Mukai, M. Yamada and S. Nakamura
Department of Research and Development, Nichia Chemical Industries, Ltd.,
491 Oka, Kaminaka, Anan, Tokushima 774, Japan

Abstract

High-efficient light emitting diodes (LEDs) emitting red, amber, green, blue, and ultraviolet light have been obtained
through the use of an InGaN active layers instead of GaN active layers. Red LEDs with an emission wavelength of 680 nm
which emission energy was smaller than the band-gap energy of InN were fabricated mainly resulting from the piezoelectric
field due to the strain. The localized energy states caused by In composition fluctuation in the InGaN active layer seem to be
related to the high efficiency of the InGaN-based emitting devices in spite of having a large number of threading dislocations.
InGaN single-quantum-well-structure blue LEDs were grown on epitaxially laterally overgrown GaN (ELOG) and sapphire
substrates. The emission spectra showed the similar blue shift with increasing forward currents between both LEDs. The
output power of both LEDs was almost the same, as high as 6 mW at a current of 20 mA. These results indicate that the In
composition fluctuation is not caused by dislocations, the dislocations are not effective to reduce the efficiency of the
emission, and that the dislocations form the leakage current pathway in InGaN.

Keywords: InGaN, GaN, LEDs, blue, green, amber, SQW, ELO, dislocations

1. Introduction

Light-emitting diodes (LEDs) are ultimate solid-state light sources. At present, incandescent bulb lamps and
fluorescent lamps are used as light sources for many applications. However, these conventional light sources are old,
traditional glass-vacuum-type light sources with poor reliability and durability and a low luminous efficiency. In the past,
the electronic circuit was made of a glass vacuum tube in spite of poor reliability and durability. Now, however, all
electronic drcuits are highly reliable solid-state semiconductor circuits. Thus, only light sources are still made of old
traditional technology, not solid-state semiconductors. Recently, however, the development of InGaN-based compound
semiconductors opened the way to all-solid-state semiconductor light sources. The brightness and durability of solid-state
LEDs make them ideal for use in displays and light sources, while semiconductor laser diodes have been used in everything
from optical communications systems to compact disk players. These applications have been limited, however, by the lack
of materials that can efficiently emit blue and green light. Full-color displays, for example, require at least three primary
colors, usually red, green and blue, to produce any visible color. Such a combination is also needed to make a white-light-
emitting device that would be more durable with less power consumption than conventional incandescent bulbs or
fluorescent lamps. Recently, however, III-V nitride-based materials have opened the way for a realization of high-efficient
uv/blue/green/amber LEDs.

2. II1I-V nitride-based semiconductors

II-V nitride-based semiconductors have a direct band gap that is suitable for blue light-emitting devices. The band gap
energy of aluminum gallium indium nitride (AlGalnN) varies between 6.2 and 1.89 eV, depending on its composition, at
room temperature (RT). Thus, by using these semiconductors, red to ultraviolet-emitting devices can be fabricated In 1992,
authors [1] succeeded in growing a high quality InGaN films for the first time which emitted a strong band to band emission
from green to uv by changing the In content of InGaN using novel two-flow MOCVD method Also, Nakamura et al.
fabricated first InGaN/GaN double-heterostructure (DH) LEDs in 1993 [2]. Finally, they [3] could grow InGaN multi-
quantum-well (MQW) structure and confirmed an enhanced strong PL intensity from a quantized energy levels of the InGaN
well layer with a thickness of 25 A for the first time. A small amount of indum adding into the GaN is very important to
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obtain a strong band to band emission because GaN without the indium cannot emit a strong band to band emission at
RT. This reason is considered to be related to deep localized energy states caused by In composition fluctuation [4-8).

_ Using above InGaN, in 1994, Nakamura et al. developed first blue InGaN/AlGaN double heterostructure LEDs 9
and, then developed blue/green InGaN single-quantum-well (SQW) structure LEDs in 1995 [10]. Then, ultraviolet
(UV) amber LEDs [11-13] and first demonstration of RT violet laser light emission in InGaN-MQW/GalN/ AlGaN-based
heterostructures under pulsed operations were achieved [14]. All of these light-emitting devices use an InGaN active layer
instead of a GaN active layer because it is dfficult to fabricate a highly efficient light-emitting device using a GaN active
layer, the reason for which is still not well known. Also, the InGaN active layer in these LEDs indlude alarge number of
threading dislocations (TDs) from 1x10% to 1x10'? cm™” originating from the interface between GaN and the sapphire
substrate due to a large lattice mismatch of 13.5 % [15]. The TDs are considered to be formed as a result of a complex set of
interactions including the interface energy, the nucleation density, island coalescence, and etc. [16,17]1. In spite of these large
number of dislocations, the efficiency of the InGaN-based LEDs is much higher than that of the conventional IN-V
compound semiconductor (AlGaAs and AllnGaP)-based LEDs. In many conventional optoelectronic devices, the device
performance has been limited by the control of both point defects and structural defects in these materials. However, these
recent reports now suggest that II-V nitride-based devices are less sensitive to dislocations than conventional II-V
semiconductors.

Chichibu et al. [18] studied the emission mechanisms of GaN and InGaN quantum wells (QWs) by comparing their
optical properties as a function of TD density, which was controlled by lateral epitaxial overgrowth (LEO) technique. PL
intensity was slightly strengthened by reducing TD density from 1x10'° cm™ to nearly zero (less than 1x10° cm'?). Also, the
major PL decay time was independent of the TD density. These results suggested that the emission mechanisms are
unatfected by TDs. TDs are considered to simply reduce the net volume of light-emitting area. This effect is less pronounced
in InGaN QWs where carriers are effectively localized at certain potential minimum caused by In composition fluctuation in
the QWs to form quantized excitons [4-8] before being trapped in nonradiative pathways at TDs, resulting in pronounced
slow decay time (1-40 ns). The depth of these localized energy states with a small In composition fluctuation is enhanced by
the large band gap bowing of the InGaN [19]. Assuming that the lateral spacing of the effective bandgap (potential)
minimum determines the carrier diffusion length in InGaN, the carrier diffusion length was estimated to be less than 60 nm
[8]. Absence of change in the Stokes-like shift due to reduction of TD density revealed that the effective bandgap fluctuation
in InGaN QWs was not due to a phase separation initiated by TDs [20,21].

The localized states of InGaN layer play a key role of the high efficiency only for LEDs. On the LDs, only InGaN
has been used as the active layer because laser oscllation using GaN or AlGaN active layer under curent injection has not
been achieved Thus, also for LDs, the InGaN seems to play an important role in forming the localized states that lead to
emission. However, the operating current density of the LD is one order higher than that of the LEDs. Thus, in the InGaN
active layer of the LDs, some of the injected camiers easily overflow the localized states formed by the In composition
fluctuation and they recombine nonradiatively at the nonradiative recombination centers formed by the large number of TDs.
Or the localized excitons are easily screened by a large number of injected carriers. Considering about these results, there is a
possibility that a small amount of In into the GaN reduces the number of nonradiative recombination centers formed by
point or nanopipe defects [22,23] dramatically and also forms the localized energy states due to the In composition
fluctuation.

Here, present progress of InGaN-based LEDs are described considering about the role of InGaN layer, referring the
previous works as mentioned above.

3. InGaN-based UV/blue/green/amber/red LEDs

The reason why InGaN-based LEDs are so efficient in spite of large number of TDs has not been clarified yet [15].
However, there is a clue for the reason. The high-efficient LEDs can be obtained only using InGaN active layer for the LED
and LDs. When the active layer of the LEDs is GaN or AlGaN, the efficiency of LEDs is considerably low {11,12]. The PL
mntensity of band-to band-emission of GaN layer [24] was much weaker than that of InGaN layer [25] when they were grown
by MOCVD. Thus, the InGaN active layer is considered to be related to the high-efficiency of the LEDs and LDs in spite of
having a large number of TDs.

.




I-V nitride films were grown using the two-flow MOCVD method, the details of which have been previously
described [26,27]. The growth was conducted at atmospheric pressure. Sapphire with (0001) orientation (C-face) and two
inch diameter was used as the substrate. The green LED device structures consisted of a 300 A GaN buffer layer grown at a
low temperature (550°C), a 5-um-thick layer of n-type GaN:Si, a 30-A-thick active layer of undoped In, ,sGag 55N, a 600-A-
thick layer of p-type Al,,Ga,sN:Mg, and a 0.15-um-thick layer of p-type GaN:Mg. The active region formed a SQW
structure consisting of a 30 A In, ,Ga, <N well layer sandwiched by 5 m n-type GaN and 600 A p-type Al ,GaygN barier
layers. The In composition of the InGaN well layer was nearly zero for UV LEDs [11,12], and 0.2 for blue LEDs [10]. Here,
the In composition was determined assuming that the bowing parameter of InGaN was 1 eV [28]. However, recent studies
revealed that the bowing parameter of InGaN is much higher than 1 €V [19,29]. In that case, the In content in the InGaN
layer should be much smaller than the above values. For UV LEDs, the thickness of the undoped InGaN well layer was

changed to 55 A and an Al ,Ga, gN barrier layer was used for both n- and p-type barier layers. The fabrication of LED chips
was as described in other papers [26].
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Fig. 1. Relative output power of UV InGaN SQW LED:s as a function of emission peak wavelength with different In mole
{ractions in the active layer.

Figure 1 shows the relative output power as a function of the emission peak wavelength of UV LEDs [11,12]. The
output power of the UV LEDs containing a small amount of In in the active layer, with the emission wavelength of 380
nm was about 20 times higher than that containing no In with the emission wavelength of 368 nm. With decreasing In
composition in the active layer, which means that the emission peak wavelength becomes shorter, the output power
decreases dramatically. Thus, high-power UV LEDs can be obtained only when using the InGaN active layer with relatively
high In composition. This is related to the large localized energy states caused by In composition fluctuation in the InGaN
well layer [4-8]. When electrons and holes are injected into the InGaN active layer of the LEDs, these carriers are captured by
the localized energy states before they are captured by the nonradiative recombination centers caused by the large number of
TDs. At these large localized energy states, localized excitons with a relatively high binding energy due to a quantum well
structure are formed to recombine radiatively. Without In in the active layer, there are no In composition fluctuations that



form the large localized energy state in the InGaN active layer. Thus, the quantum-confined Stark effect (QCSE) resulting
from the piezoelectric field due to the strain becomes dominant [30-33]. This field, if strong enough, will induce a spatial
separation of the electron and hole wave functions in the well. Then, the wave function overlap decreases and the interband
recombination rate is reduced Also, there is no In composition fluctuation where carriers are captured by the localized énergy
states before they are captured by the nonradiative recombination centers. Thus, the efficiency of the UV LEDs becomes
extremely low when the active layer is GaN or InGaN with a small amount of In, as shown in Fig. 1. When the emission
peak wavelength becomes shorter than 371 nm, the output power decreases dramatically probably due to an additional reason
of a self absorption of the light by n- and p-type GaN contact layers.

Next, amber LEDs were fabricated by increasing the In composition of the InGaN well layer. Figure 2 shows the
emission spectra of amber InGaN and AlInGaP LED:s at a forward current of 20 mA at RT. For comparison, the spectrum of
commercially available amber AInGaP LED fabricated on an absorbing substrate of GaAs (Type: HLMP-DL32, Hewlet
Packard) [34] is also shown. The peak wavelength and the full-width at half-maximum (FWHM) of the emission spectra of
the amber InGaN LEDs were 594 nm and 50 nm, respectively, and those of amber AllnGaP LEDs were 591 nm and 17 nm,
respectively. The spectrum width of the nGaN LEDs is relatively broad mainly due to a phase separation of InGaN during
growth, which was reported recently [4-8]. In view of the spectrum width, the amber AllnGaP LEDs seem to have superior
color purity. In regard to the application of LEDs, however, in the color range from red to yellow, it is hard for the human
eye to detect the difference in color purity caused by a spectrum width difference of 16 nm to 50 nm.
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Fig. 2. The emission spectra of amber InGaN and AllnGaP LED:s at a forward current of 20 mA.

Figure 3 shows the output power of amber InGaN and AlInGaP LEDs as a function of the ambient temperature from -
30 °C to +80 "C. The output powers of amber InGaN and AllnGaP LEDs at 25 °C were 1.4 mW and 0.66 mW, respectively.
The output power of nGaN LEDs was about twice as high as that of AllnGaP LEDs. The output power of each LED was
normalized to 1.0 at 25 °C. When the ambient temperature was increased from RT to 80 °C, the output power of amber
AllnGaP LEDs decreased dramatically to half that at RT due to a carrier overflow cansed by a small band offset between the
active layer and cladding layers [34]. In the AllnGaP system, the band offset is small under a lattice-matched condition
between the AlInGaP epilayer and GaAs substrate [34]. On the other hand, the temperature dependence of amber InGaN
LEDs is relatively weak. When the ambient temperature is increased from RT to 80 °C, the output power of amber InGaN
LEDs only decreases to 90 % of that at RT, probably due to a small carrier overflow caused by a large band offset between
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the active layer and dadding layers. In terms of the temperature dependence of the LEDs, InGaN LEDs are much superior

to the AllnGaP LEDs. The temperature dependence of blue/green InGaN-based LEDs and conventional red AllnGaP LEDs
are also shown in Fig. 4. In the figure, InGaN-based LEDs show much superior temperature dependence of the output power
in comparison with that of conventional LEDs.
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Fig. 3. The output power of amber InGaN and AllnGaP LEDs as a function of the ambient temperature from -30 °C to +80
°C. The output power of each LED was normalized to 1.0 at 25 °C.
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Red InGaN SQW LEDs were also fabricated by further increasing the In composition and thickness of InGaN well
layers in the above LED structure. The In composition and thickness of the InGaN well layer were changed to approximately
50 % and 60A, respectively. Here, the In composition was determined assuming that the bowing parameter of InGaN was 1
eV [28]. Figure 5 shows the emission spectrum of red InGaN SQW LED at forward currents of 10 mA, 20 mA and 40 mA.
At a current of 10 mA, the peak wavelength is 680 nm (1.82 ¢V), which peak emission energy is lower than a band-gap
energy of InN (1.89 eV) [35] When the cumrent was changed from 10 mA to 40 mA, a large blueshift of the peak
wavelength was observed from 680 nm to 630 nm. The output power of the red LED was as low as 0.3 mW at a cumrent of
20 mA. This lower emission energy than the bandgap energy of InN can be explained only by the QCSE. The blueshift of
the electroluminecence (EL) of the nGaN SQW LEDs with increasing operating current can be explained by the QCSE
resulting from piezoelectric fields [30-33], when the In composition and thickness of the InGaN well layer are large.
However, a higher efficiency of the LEDs with increasing strain in the SQW upon increasing the In content in the InGaN
well layers, was observed from UV to green LEDs [10-13,26] as shown in Figs. 1 and 6. ‘
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Fig. 5. Emission spectra of red InGaN SQW LED:s at different operating currents.

Figure 6 shows the external quantum efficiency as a function of the emission wavelength of InGaN-based UV, blue,
green and amber LEDs. The blue and green LEDs have the highest efficiency of 12 % in spite of a large QCSE with a
relatively strong stress due to a large lattice mismatch between InGaN well layer and GaN barrier layers. These phenomena
cannot be explained only by the QCSE. It may be that the localization effects indnced by In composition fluctuations must
overcome these intrinsic limitations due to the piezoelectric field In Fig. 5, there is an additional emission peak at a
wavelength of around 470 nm, which is probably originated from a low In composition InGaN formed by the phase
separation of the InGaN well layer due to a high In composition of the well layer [36]. This additional emission peak of 470
nm also demonstrates the phase separation of InGaN layer [36], which means the In composition fluctuation in the well
layer. Considering about these results, the emission wavelength of the red LED dependence on the current (blueshift) is
dominated by both of the bandfilling effect and the screening effect of the QCSE due to a large In composition and large
thickness of the InGaN well layer.

Figure 7 shows the cross-sectional TEM images of the LD structure grown directly on the sapphire substrate. The
detail structure of the LD is described in other papers [37]. From the cross-sectional TEM, the TD density was estimated to
be as high as 1x10'° to 10x10" cm? in the InGaN-based LDs, which was originated from the interface of GaN/sapphire. The
InGaN-based LEDs has also the same order of TDs in the InGaN active layer [15]. In spite of this large number of
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dslocations, these LEDs have the external quantum efficiency as high as 12 %, as shown in Fig. 6. The conventional
LEDs, such as infrared'red AlGaAs and red'yellow AllnGaP LEDs, cannot have the high effidency when the dislocation
density is > 1x10° cm®, Thus, only InGaN-based LEDs are insensitive to dislocations from the standpoint of efficiency.
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Fig. 6. Extemnal quantum cfficiency as a function of the emission wavelength of InGaN-based UV, blue, green and amber
LEDs.
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Fig. 7. Cross-sectional TEM images of the LD structure grown directly on the sapphire substrate.

Epitaxially laterally overgrown GaN (ELOG) on sapphire substrate was developed recently to reduce the number of
threadng dislocations in the GaN epitaxial layers [38,39]. Using the ELOG, the number of threadng dislocations was
reduced significantly to almost zero in the GaN grown on the SiO, stripe mask. Thus, there is a great interest in fabricating
LEDs using the ELOG substrate which has a small number of dislocations in order to study the role of these dislocations in



the InGaN-based LEDs. For the study, blue InGaN SQW structure I EDs as mentioned above were fabricated on the
ELOG and sapphire substrates [40]. The selective growth of GaN was performed on a 2-um-thick GaN layer grown on a
(0001) Cace sapphire substrate. The 2-pm-thick silicon dioxide (Si0,) mask was patterned to form 4-um-wide stripe
windows with a periodicity of 12 ym in the GaN <1-100> direction. After 10-ym-thick GaN was grown on the Si0, mask
pattem, the coalescence of the selectively grown GalN made it possible to obtain a flat GaN surface over the entire substrate.
We call this coalesced GaN the ELOG. Figure 8 shows cross-sectional TEM image of the ELOG substrate. In the underlayer
of 2-ym-thick GaN layer, the TD density of order of 1x10'° cm™ was observed due to a large lattice mismatch between GaN
and sapphire substrate. The TDs, originating from the GalN/sapphire interface, propagate to the regrown GaN layer within
the window regions of the mask. It is important to note that the TDs extend only to just above the window areas. In
contrast, there were no observable TDs in the overgrown layer on the SiO, mask area. However, a few short edge-on
dslocation segments parallel to the interface plane were observed in the GaN layer on the 810, mask area. These
dislocations were parallel to the (0001) plane via the extension of the vertical threading dislocations after a 90° bend in the
regrown region. These dislocations did not subsequently propagate to the suiface of the overgrown GaN layers. We examined
the defect density by plan-view TEM observation of the surface of the ELOG substrates. The number of dislocations on the
§i0, mask area was almost zero (lower than 1x10° cm™®), and that on the window area was approximately 2x10” cm™. As the
dislocation density of conventional GaN was of the order of 1x10'° am™, the number of the TDs was reduced considerably
when the ELOG substrate was used. After obtaining a 15-pm-thick ELOG substrate, a InGaN SQW blue LED structure was
grown on the substrate.

laterally overgrown GaN

| SiO, mask
underlayer GaN
sapphire substrate
L]
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Fig. 8. Cross-sectional TEM micrograph of the laterally overgrown GaN layer on a $10, mask and window area.

At first, emission spectra of the LEDs were measured [40]. At a forward current of 20 mA at RT, the peak
wavelength and the full-width at half maximum (FWHM) of the emission spectra of the LED on ELOG were 470 nm and
27 nm, respectively, and those on sapphire were 464 nm and 26 nm, respectively. The peak wavelength of the LED on
ELOG is somewhat longer than that on sapphire probably due to a growth fluctuation. There is no significant difference
between in the spectra of both LEDs. The broad spectral width is due to an In composition fluctuation in the InGaN well
layer and the QCSE. This means that the size of the fluctuation is the same in both LEDs in spite of a large difference in
the dislocation density. Thus, the fluctuations are not related to the dislocations [20,21). The ELOG and GaN on sapphire
had average dislocation densities of 7x10° cm™ and 1x10'° cm, respectively. Here, average dislocation density of the ELOG
on sapphire was obtained by dividing the dislocation density of 2x10” cm on the window region by the ratio of (stripe
periodicity of 12 ym)/ (window width of 4 ;im) because the dislocation density on the SiO, stripe region was almost zero.
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The size of LED chip is as large as 350 ym x 350 ym. Each LED chip includes many window and 81O, stripe regions.
Therefore, we used an average dislocation density for the ELOG on sapphire. When the LED was observed by a microscope
under a forward current bias condition, no inhomgeneties of blue emission intensity over the entire surface of the LED chip
was observed There was no emission intensity fluctuation on the surface of the LED depending on the dislocation density
{luctuation periodically across the window and SiO, stripe regions. Thus, it is also concuded that a large number of
dislocations on the widow region are not effective to reduce the efficiency of the blue emission.
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Fig. 9. The emission spectra of blue InGaN SQW LED grown on ELOG substrate at various forward currents.
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Fig. 10. The peak wavelengths of emission spectra of blue InGaN SQW LEDs grown on ELOG and on sapphire substrates
as a function of the forward current.

Figure 9 shows the emission spectra of the blue nGaN SQW LEDs at forward currents from 0.1 mA to 20 mA. In
the spectra, the blue shift is easily observed due to a bandilling effect of the deep localized energy states and a screening



effects of the QCSE. These localized states have been considered to be formed by defects, impurities, or fluctuations of
the InGaN quantum well composition and'or thickness. The latter can also be interpreted in terms of quantum dot formation,
Among these explanations of the localized state origins, the In composition fluctnation in the mGaN well layer is most
plausible at present [4-8). Figure 10 shows the peak wavelength of both LEDs as a function of the forward current. Both
LEDs showed the same peak wavelength dependence on the cument, which implies the same blue shifts. Thus, the
dislocations are not directly related to the formation of the localized energy states [20,21]. As mentioned above, these
localized states are probably formed by the In composition fluctuation in the InGaN well layer due to a natural phase
separation of InGaN during growth [36]. Using the EL.OG and sapphire substrates, the same blue shifts was observed in the
case of both LEDs. Therefore, assuming that the localized states are formed by the In composition fluctuation in the InGaN
well layer, the dislocation related composition fluctuation is eliminated because the dislocation density of the epilayer on the
ELOG is relatively small [20,21]. The screening effects of the QCSE also contribute to the blushifts with increasing the
currents .
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Fig. 11. The relative output power of blue nGaN SQW LEDs grown on ELOG and on sapphire substrates as a function of
the forward current.

Figure 11 shows the relative output power of both LEDs as a function of the forward current. The output power of
both LEDs at a current of 20 mA was 6 mW, which is equal to the external quantum efficiency of 11 %. In spite of a large
number of dislocations, the LED on sapphire had the same output power as that on ELOG. Thus, the dislocation are not
effective to reduce the efficiency of the emission. If the dislocations work as nonradiative recombination centers effectively,
the output power of the LED on ELOG have to be much higher than that on sapphire due to a small number of average
dislocation density.

Figure 12 shows the reverse biased I-V characteristics of both LEDs. At a reverse bias voltage of -20 V, the reverse
current of the LED on the ELOG was 0.009 uA, and that on sapphire was 1 yA. Under the reverse bias condition, the LED
on sapphire had a considerable amount of leakage current. This leakage current under forward and reverse biased conditions is
probably caused by the dislocations because the LEDs on sapphire have a considerable amount of leakage current and many
dislocations. The same results of the increase of the leakage current due to a high dislocation density were already reported
previously by Sasaoka et al. [41] on the InGaN/InGaN MQW LEDs. These results indicate that In composition fluctuation
is not caused by dislocations, the dislocations are not effective as nonradiative recombination centers in InGaN, and that the
dislocations form the leakage current pathway in InGaN,

Thus, the localization induced by the In composition fluctuations seem to be akey role of the high efficiency of the
InGaN-based LEDs in spite of the large number of TDs and the large piezoelectric fields [42]. When the electrons and holes
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are injected into the InGaN active layer of the LEDs, these camiers are captured by the localized energy states before they
are captured by the nonradiative recombination centers caused by the large number of dislocations. It was reported that the
TDs served as a nonradiative recombination center in GaN and InGaN [43,44]. These localized energy states can be formed
only in InGaN films during the growth due to a phase separation of the InGaN [4-8]. Assuming that the lateral spacing of
the effective bandgap (potential) minimum determines the carrier diffusion length in InGaN, the diffusion length was
estimated to be less than 60 nm from the spatially resolved CL spectrum mapping measurement [8]. Sugahara et al [44] also
concluded that the efficiency of light emission is high as long as the minority carrier diffusion length is shorter than the
dslocation spacing. Considering about these previous results, the carrier diffusion length determined by the potential
fluctuation due to InGaN phase separation must be less than the dislocation spacing in the InGaN layer in order to obtain
high-efficient InGaN-based LEDs [42].
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Fig. 12. The I-V characteristics of blue InGaN SQW LEDs grown on ELOG and on sapphire substrates under reverse biased
conditions.

4. Conclusion

UV/blue/green/amber/red InGaN-based LEDs were obtained using an InGaN active layer instead of a GaN active layer.
The red LEDs with an emission wavelength of 680 nm, which emission energy is smaller than the band-gap energy of InN,
were [abricated, probably resulting from the piezoelectric field due to the strain. In the red LEDs, a phase separation of the
InGaN layer was clearly observed in the emission spectra, where blue and red emission peaks appeared. In terms of the
temperature dependence of the LEDs, InGaN LEDs arc much superior to the conventional red and amber LEDs due to a large
band offset between the active and cladding layers. The localized energy states caused by In composition fluctuation in the
InGaN active layer are related to the high efficiency of the InGaN-based LEDs in spite of having a large number of
dslocations and having a large QCSE. Considering about the previous results, the camier dffusion length determined by the
potential fluctuation due to InGaN phase separation must be less than the dislocation spacing in the InGaN layer in order to
obtain high-efficient InGaN-based LEDs.
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Progress and status of visible light emitting diode technology
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ABSTRACT

The light emitting diode (LED) is the dominant type of compound semiconductor device in terms of the epitaxial area of
material produced as well as the number of devices fabricated and sold. Recent breakthroughs have resulted in dramatic
performance increases for visible LEDs. Very high performance devices are commercially available using the AlGalnP
materials system for red, orange and yellow and the InGaN system for green and blue. External quantum efficiencies
greater than 10% are available for most colors, with greater than 20% having been achieved in red to orange. Currently, the
luminous performance of LEDs exceeds that of traditional incandescent lamps for colors from red to green.

As a result of these advances, LEDs are becoming competitive in applications such as large area signs, traffic signals and
automobile lighting. By mixing red, blue and green LEDs or by using phosphor-converted blue or ultraviolet devices, the
creation of white light can be achieved, opening up additional applications. A review of the applications for high-
brightness LED technology will also be presented.

Keywords: AlGalnP, InGaN, LED, OMVPE

1. INTRODUCTION

Organometallic vapor phase epitaxy (OMVPE) is the dominant growth technique in the high-volume production of
AlGalnP and InGaN LEDs. A review of the properties and deposition of AlGalnP alloys as well as GaN and its alloys will
be described. Data will also be presented on AlGaInP and InGaN chip designs and performance. Finally, a summary of
state of the art device performance characteristics and an outlook for future possibilities for high-brightness visible LED
technology will be detailed.

2. PROPERTIES AND GROWTH OF PHOSPHIDE AND NITRIDE LED MATERIALS
2.1. AIGalnP alloys

High-quality AlGaInP material is produced by growing an alloy of (ALGa, ), In, P that is lattice-matched to a GaAs
substrate. The energy band gap of AlGaInP materials is complicated by an effect known as atomic ordering’, or the
formation of a monolayer scale GaP-InP (or AIP-InP) superlattice on {111} crystal planes. This occurs naturally under
certain growth conditions and results in a reduction (up to 190 meV) in the band gap energy. Disordered AlGalnP can be
obtained by growth on misoriented substrates (e.g., 15° from (100) toward [110]) or by post-growth annealing and is
generally favored for high brightness LEDs since a lower Al-composition is needed to achieve a given wavelength. As
such, the remainder of this discussion will focus on disordered material.

For disordered (AL Ga, ), In, [P alloys, the luminescence efficiency is primarily limited by the direct-indirect band gap
crossover. The energy band gaps for the direct and indirect valleys can be calculated as>*:

E(x)=191+0.61x (V) (1)
E(0)=219+0.085x (eV) Q)

These relationships predict the I'-X crossover at 555 nm (2.23 ¢V) at an alloy composition of x = 0.53. The A = 555 nm
crossover is consistent with both the shortest wavelength (Al,Ga, ), In, ;P LEDs fabricated to date*’ and the shortest
wavelength stimulated emission obtained from (Al Ga, ), In, ,P at an alloy composition of x = 0.56°. The exact position of
the direct-indirect transition becomes critical when shorter wavelength devices are produced. In Figure 1, 300 K PL
intensity is plotted against the Al composition of the (Al Ga, ), In P alloy, and shows a marked decrease (Note the
logarithmic scale.) as the x = 0.53 composition is approached. Similarly, the efficiency of AlGalnP LED devices is very
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sensitive to wavelength in the yellow-green portion of the spectrum and drops rapidly as the wavelength gets shorter and
more carriers populate the indirect X valley. Of course, the shorter wavelength devices also suffer from reduced carrier
confinement in the active layer and more O incorporation in higher Al-composition active layers?.

The AlGalnP system is suitable for producing double

heterostructure (DH) LEDs with both high injection efficiency and
suitable carrier confinement. Since lattice matching to the GaAs
substrate can be maintained for all ratios of Al to Ga, confining
layers of both (Al,,Ga, ,), Jin, P and InAIP are commonly used in

DH devices. A band diagram of a typical (AL Ga, ), ,In, P DH is
shown in Figure 2. The active layer can be tuned for emission
from 650 nm (x = 0) to 555 nm (x ~ 0.53) and is typically between
0.3 pm and 1 pm thick.

N-type doping’ of AlGaInP confining layers by OMVPE is usually

performed using Te (DETe) or Si (SiH, or Si,H,). While both

dopants can be used to create n-type layers, there are certain
problems associated with each of them. For example, Te is a
volatile impurity which exhibits a problematic memory effect and
the thermal decomposition of SiH, is incomplete at typical growth
temperatures (T,), resulting in higher Si incorporation as growth
temperature increases. However, SLH, has a lower thermal stability
and is less semsitive to growth temperature®. Regardless, high
electron concentrations (>1x10'% cm®) are casily obtained in

(ALGa, ), In, P.

In contrast, p-type doping of AlGaInP presents considerably more
difficulty. The most common choices for p-type dopants are Zn
(DMZn) and Mg (Cp,Mg). Like Te, Zn is very volatile, requiring a
high partial pressure and frequent source changes. Higher O
incorporation in the higher Al-content material may also contribute
to the low hole concentration by compensating the Zn dopants. On
the other hand, Mg is less volatile and has a smaller temperature
dependence than Zn; however, Cp,Mg also exhibits a memory
effect, which includes a “Mg-delay” as the Cp, Mg adheres to
plumbing and reactor surfaces before incorporating into the
growing film®. In addition, as the Al concentration increases,
obtaining a sufficiently high hole concentration becomes more
difficult, resulting from the larger ionization energy of Zn acceptors
in the wider band gap material’®. Also, passivation of acceptors by
unintentional hydrogen incorporation during OMVPE growth and
post-growth cooldown has been observed in AlGalInP alloys!!. The
degree of passivation depends on the post-growth cooling ambient
and the sample cap layer design. Re-activation of the dopants
occurs upon sample annealing as the hydrogen leaves the crystal.
Considering the above difficulties, achieving high carrier
concentrations over many growth nms is more challenging for
holes than it is for electrons.

2.2. GaN and its alloys
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Figure 1. Photoluminescence (PL) intensity and band
gap energy of (Al,Ga.,)o sIn sP alloys as a function of
alloy composition x. Note the rapid decline in
intensity as the x = 0.5 composition is approached.
Reprinted from Semiconductors and Semimetals,
Vol. 48, High Brightness Light Emitting Diodes, eds.
G. B. Stringfellow and M. G. Craford, 1997 with
permission from Academic Press.
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Figure 2. Schematic' diagram of the energy band
structure of a typical double-heterostructure
(ALGa, )oslnosP  LED. Reprinted from
Semiconductors and Semimetals, Vol. 48, High

Brightness Light Emitting' Diodes, eds. G. B.
Stringfellow and M. G. Craford, 1997 with permission
from Academic Press.

Gallium nitride and all compositions of its alloys (AlGaN, InGaN and AlInGaN) are direct band gap materials that exhibit a
range of band gap energies'? from 1.9 eV (InN) to 3.4 eV (GaN) to 6.2 eV (AIN). This makes them favorable for producing
light emitters throughout the visible spectrum and partially into the ultraviolet. However, unlike the AlGaInP case, the
materials that make up the AIN-GaN-InN materials system are much less understood and characterized.
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Table I. Comparison of nitride materials properties with various substrates'?

Coefficient of Thermal Expansion (K)

Material Lattice Parameter (A) Thermal Conductivity (W cniK")
AIN(0001) a=3.112 2.5 4.15x10°
c=4.982 527 x 10°
GaN(0001) a=3.189 1.3 5.59 x 106
c=5.185 7.75 x 10°
InN(0001) a=3.548 - .
¢ =5.760 -
6H-8iC(0001) a=3.080 4.9 420 x 108
c=15.12 468x10°
Al,0,4(0001) a=4.758 0.5 7.50 x 10°
c=12.99 8.50 x 10°

One of the critical issues for III-V nitride epitaxy is the
choice of a suitable substrate. Unlike other III-V materials
that are deposited on either homoepitaxial or lattice-
matched substrates, bulk GaN (and AIN) single crystal
substrates are not commercially available, aithough they
have been produced in research laboratories'>’s, As a
result, alternate substrates, none of them capable of
adequately matching the lattice and thermal properties of
the nitrides, have been extensively studied. Table I shows
the properties of the nitride materials and various
substrates used in nitride epitaxy.

By far, the majority of the epitaxial growth of nitrides is
performed on sapphire (ALO,) and silicon carbide (SiC)
substrates which are well suited for the extreme thermal
and comrosive environment experienced during nitride
epitaxial growth. In both cases, large differences in lattice
parameter and coefficient of thermal expansion between
the substrate and the epilayer(s) create problems with
respect to producing high quality films. Thus, OMVPE
growth of GaN directly on either substrate at typical
growth temperatures (1000-1100 °C) has been shown to
result in films with very poor electrical, optical and
structural properties. However, the insertion of a thin
nucleation layer remedies this problem and allows the
crystal grower the ability to improve the quality of the
layers considerably. Specifically, when using sapphire
substrates, a thin AIN'? or GaN'® buffer layer is deposited
at temperatures between 450 and 700 °C. The use of these
intermediate nucleation layers markedly improves the
quality and properties of the subsequently grown GaN
which is grown at temperatures >1000 °C!'". On these
nucleation layers, GaN growth proceeds via a multistep
process’® including recystallization and geometric
selection until an oriented domain structure emerges as
shown in Figure 3. In contrast, growth on SiC substrates is
usually initiated at high temperature (>1000 °C) with the
deposition of a thin buffer layer of AIN?°, which has a
much better lattice match to SiC than does GaN.
Regardless of the substrate used, high quality GaN can be
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Figure 3. Schematic diagrams showing the growth process of
GaN on sapphire. Reprinted fromJoumnal of Crystal Growth
115, K. Hiramatsu, S. Itoh, H. Amano, I. Akasaki, N. Kawano,
T. Shiraishi,and K. Oki, “Growth mechanism of GaN grown on
sapphire with AIN buffer layer by MOVPE”, pp. 628-633, 1991,
with permission from Elsevier Science.




grown by OMVPE with the introduction of a suitable nucleation layer between the substrate and epitaxial film. However,
due to the cost and availability issues associated with SiC substrates, sapphire is the predominant substrate used for nitride
epitaxy and LED production. As such, LEDs produced on sapphire will be the primary focus of this text.

Growing InGaN, the active region in nitride optoelectronic devices involves decreasing the deposition temperature
substantially from that used in (AI)GaN deposition. Due to the low dissociation of temperature of InN, the growth of high
quality InGaN must be performed at temperatures of 850 °C or lower. Complicating matters, the cracking efficiency of
NH, decreases dramatically with decreasing temperature due to the high kinetic barrier for breaking the N-H bonds in the
molecule. Since temperatures used in the growth of InGaN are higher than the decomposition temperature of the TMIn
source, the result can be the formation of In droplets if a suitable amount of activated N is not present on the surface of the
growing layer®,

Other matters related to the materials system also make high quality InGaN layers difficult to produce. Lattice mismatch
between both InGaN/GaN and InGaN/AlGaN can both be as high as 10% or more, generating misfit dislocations and
promoting three-dimensional growth and mosaicity even at very low layer thicknesses?>. Poor interfacial areas between
different compositional layers are also likely due to poor mucleation of the mismatched layer due to low deposition
temperature, lattice parameter mismatch and low surface mobility of adatoms. Phase separation?”’ and spinodal
decomposition® due to solid phase immiscibility*>* have also been reported for InGaN.

To combat these problems, several techniques have been simultaneously applied in order to achieve the highest quality
InGaN layers. First, InGaN films are grown at temperatures that are much lower than those used for GaN to reduce the
dissociation of In-N bonds and the reevaporation of In. It is found that significant In does not begin to incorporate until

growth is performed below 850 °C3!. Second, InGaN films are often grown using V/III ratios significantly higher than

those used in GaN growth in order to offset the reduction in NH, cracking efficiency and to partially suppress the

decomposition of the In-N bonds*>*>. Third, due to etching of In by H, even at very low concentrations, N, is usually used
as the carrier gas for nGaN growth®.435. Fourth, the brightest LEDs employ quantum wells 3 nm or less in thickness®#38,
thus reducing the effects of the lattice and phase incompatibility that exists. Despite these advances in the deposition of
high quality InGaN, differences in the growth conditions between (Al)GaN and InGaN force the crystal grower to

successfully implement at least two growth interrupts in order to achieve the gradients in temperature, growth ambient and
NH, concentration necessary to deposit nitride optoelectronic devices.

Similar to AlGaInP, n-type doping of GaN is usually performed using Si (SiH, or Si,H/) and p-type doping with Mg

(Cp,Mg). Both Si and Mg atoms preferentially incorporate on the Group III metal (Ga) lattice site and introduce shallow
levels in the band gap. In general, nitride films can be doped very heavily n-type (>10' cm?); however, cracking of the
films becomes a progressively more significant issue as layer thickness and doping increase. As a result, n-GaN films are
usually 3-4 um thick and doped at levels <10' cm?. Similar to AlGalnP, high p-type conductivity is difficult to achieve in
the nitrides. In fact, as deposited, GaN:Mg films are highly resistive due to the presence of Mg-H complexes that form
during growth and on cooling. These complexes effectively remove the acceptor level from the band gap®. In order to
achieve conductivity, the dopant is generally activated by low-energy electron-beam irradiation (LEEBD* or by thermal
annealing®. Since Mg is a relatively deep acceptor dopant, it is heavily compensated and only a small portion of it is
ionized at room temperature, incorporation levels typically run about one to two orders of magnitude higher than the hole
concentration achieved. Thus, films containing hole concentrations in the 10!7-10¢ c¢m3 range have Mg concentration
levels above 10" cn?, seriously challenging the solubility limits of the host (GaN) material®>, In fact, the hole

concentration has been demonstrated to increase with increasing Mg concentration to a point, before showing a negative
correlation, indicative of the crossing of a solubility limit. Even the most conductive p-GaN films exhibit resistivities 20-50
times higher than those achieved in the n-type layers of typical InGaN LEDs.

3. LED CHIP DESIGNS
3.1. AlGaInP LED chips
A typical AlGaInP LED device (Figure 4) consists of a cube-shaped chip (p-side up) with a circular top contact in the
center of the chip. Due to poor current spreading laterally through the p-type layer in this geometry, recombination occurs

only in the region below the top contact, which subsequently absorbs a significant portion of the resulting light emission. A
modified top contact geometry (e.g. with current spreading fingers) is sometimes used to combat this problem. However,
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this solution is only moderately effective for current spreading in the case of AlGaInP LEDs that rely solely on high
resistance (x > 0.7) (Al Ga, ), JIn, ;P upper-confining layers.

p-electrode LED Chip
I ——

2-50 ym  GaP window layer '“‘--- 10.5 mit
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0.5-1.0ym  AllnP:Mg % 10.5 mil
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[} . 10.5
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Figure 4. Schematic diagram of an AlGalnP LED. Figure 5. Emission intensity across an AlGaInP LED
Reprinted from Semiconductors and Semimetals, Vol. 48, chip with different GaP window thicknesses. Reprinted
High Brightness Light Emitting Diodes, eds. G. B. from Semiconductors and Semimetals, Vol 48, High
Stringfellow and M. G. Craford, 1997 with permission Brightness Light Emitting Diodes, eds. G. B.
from Academic Press. Stringfellow and M. G. Craford, 1997 with permission
from Academic Press.

The most effective solution to the problem of current spreading in high-brightness AlGaInP LEDs is the growth of a highly
conductive transparent window layer on top of the AlGalnP DH. Both AlGaAs and GaP have been successfully employed
as window layers on AlGalnP LEDs. The AlGaAs window was developed at Toshiba Corporation*, and the GaP window
structure was pioneered at Hewlett-Packard Company®. Al Ga, As is a convenient choice of window material because it is
lattice matched to the AlGaInP DH, is transparent from the red to yellow-green when x > 0.7 and can be heavily doped p-
type. Additionally, OMVPE can be used to grow the Al Ga,  As directly on top of the DH as part of a single epitaxial
growth run. The largest potential drawback to the use of ALGa, As as a window layer, however, is its instability with
respect to water vapor (hydrolyzation)®. GaP windows also have the advantages of good transparency and high p-doping,
but exhibit a 3.6% lattice mismatch to the underlying AlGaInP DH layers. TEM investigation of the GaP to DH interface
reveals a dense network of dislocations in the first 100-200 nm of the GaP, but these dislocations do not propagate
downward into the area where they could harm the quality of the DH. The presence of these dislocations does not
adversely affect the conductivity or transparency of the window. The GaP may be grown by OMVPE, or made much
thicker (~50 pm) by hydride vapor phase epitaxy (VPE) regrowth on the DH. The effect of GaP window thickness on
current spreading efficiency is demonstrated in Figure 5. The normalized intensity profile across the LED chip is plotted as
a function of position. Outside the dip in the curve created by the ohmic contact, the effect of improved current spreading
with increasing window thickness is shown by the nearly flat intensity profile for the 15 pm thickness.

Another technique to avoid top contact shadowing in AlGaInP LEDs is the use of a current-blocking structure. In this case
current is forced to spread away from the top contact by using a reverse biased p-n junction to block current from flowing
into the active layer under the top contact. This structure has been successfully combined with a thin (~5-7 pm) AlGaAs
window in the production of commercial high-brightness AlGaInP LEDs*.

3.2. Further advances resulting in improved light extraction for AlGaInP LED chips

The ultimate measure of LED performance is the external quantum efficiency, or the number of photons emitted per the
number of electrons (or holes) injected. In general, the external efficiency of LEDs is much lower than the internal
efficiency due to the difficulty in extracting light from the high-index semiconductor chip. The light generation in the



active layer of the device is randomly directed. For a generic AlGalnP LED grown on GaAs, the photons traveling toward
the top surface of the chip have a reasonable probability of escape, while the light headed for the GaAs substrate wiil most
likely be absorbed by the lower band gap substrate material. High-brightness AlGaInP LEDs often incorporate features

aimed at improving the light extraction efficiency. For example, more of the upward traveling photons can be extracted
through the same “window” layers that were described previously for their utility as current spreaders’. In order to capture
some of the downward propagating light, the growth of distributed Bragg reflectors (DBRs) to reflect light back up to the

chip surface has been used successfully. Also, a new technology exists to replace the absorbing GaAs substrate with a
transparent substrate, and results in the escape of even more of the downward traveling light.

Consider the simplified schematic of an AlGaInP LED chip shown in Figure 6. The AlGalnP DH of this chip is thin
(<5 um) and is grown directly on the GaAs substrate. The amount of upward traveling light that can be emitted from this
chip is determined by Snell’s law, which states the critical angle for total internal reflection as:

0,= sin(n,/n,) ®)

where n, is the index of refraction of the GaP window and n, is the index of the medium surrounding the chip. Using 3.4 as
the index of the window, we obtain a critical angle of 17.1° for emission into air. When the chip is encapsulated in low-
index epoxy (n, ~ 1.5), the critical angle increases to 26.2°. The apex of the upward directed cone (called an acceptance
cone) of Figure 6 is double the critical angle in each case, and represents the rays of light that may escape from an
infinitesimal emitting area within the chip. The extraction ratio of the cone is simply

(1 - cos 6,)/2 = 0.051 @)
for the encapsulated device. Next, taking into account the Fresnel losses
Losses = (n,/n,-1)?/ (n/n,+1) &)}

at the chip/epoxy interface, there is an additional loss of 15%. Thus, we are left with only a 4.4 % extraction efficiency
when onty the top cone is available for emission.

The effect of window thickness on the light extraction efficiency
of AlGaInP LEDs can be understood by considering the sideways
directed cone (Window thickness has little effect on top cone
extraction.) drawn in Figure 6. Only one of the four possible side
cones is drawn for simplicity. For the case of a thin window,
many of the rays nearly parallel to the active layer will be totally
internally reflected from the top of the chip and absorbed in the
substrate before reaching the sidewall. The fraction of the side
light captured from an infinitesimal active area may be calculated
from the solid angle of intersection between the sideways escape
cone and the sidewall of the window layer. Integrating the solid
angle of intersection over the total emitting area for each of the four
sidewalls results in the total side light extraction efficiency.
Clearly, as the light extraction window gets thicker, the angle of
intersection increases until the entire haif-cone shown in Figure 6 is
accommodated. Calculations on the extraction efficiency of a
single cone is ~4.4 %. Thus, an AlGalnP chip with a suitably thick
window layer may have a theoretical extraction efficiency (for the
top cone plus the four half side cones) approaching ~13%. Good agreement between the theory and experiment exists,
demonstrating the advantage of growing thick GaP window layers on top of AlGaInP DH layers by hydride VPE.

While large improvements in light extraction are possible by using a thick window layer, most of the light is still lost in the
absorbing GaAs substrate. Two approaches for reducing the amount of light lost in the substrate have been used
successfully in commercial AlGaInP devices and are shown schematically in Figure 7. Figure 7 (a) shows a device
containing a highly reflective DBR grown between the active layer and the substrate as well as a current blocking layer and
thin (5-7 pm) window layer to facilitate current spreading. Such a device structure has yielded external quantum
efficiencies as high as ~7% for AlGaInP devices operating at 610 nm*’. Figure 7 (b) depicts a transparent substrate (TS)

Figure 6. Simplified schematic of an AlGaInP chip
with a thick VPE GaP window. The top and one of
the four side acceptance cones are indicated. Reprinted
from Semiconductors and Semimetals, Vol. 48,
High Brightness Light Emitting Diodes, eds. G. B.
Stringfellow and M. G. Craford, 1997 with permission
from Academic Press.
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device formed by lattice matched OMVPE growth of a DH on a GaAs
substrate, followed by a compound semiconductor wafer bonding process to
replace the GaAs with a thick GaP substrate®®.

Comparing the light extraction efficiencies of the two devices of Figure 7,
we again invoke the cones of acceptance. A comparison of DBR LEDs and
TS AlGaInP LED:s is shown in Figure 8. The DBR device shown in Figure
8 (a) can at best result in 2 full escape cones for single pass light, or and
extraction efficiency of 2 « 4.4% = 8.8%. This assumes little side emission
in the device, which consists of only a thin window grown by OMVPE. For
practical DBR devices, the limited angular bandwidth of the mirror
reflectivity can result in imperfect capture of the bottom escape conme,
especially when considering encapsulated devices. The TS AlGalnP device
shown in Figure 8 (b) can result in the extraction of 6 full escape cones for
the ideal case, or 6 * 4.4% = 26.4%. However, top and bottom contact
absorption may play a significant role in the TS device, with the absence of
any current blocking structure, reducing the effective escape comes to
between 5 and 6 (22-26.4% extraction efficiency). Absorption in the active
layer will also detract from the light extraction of both DBR and TS LEDs.
The above calculations ignore any additional light extraction from
randomization effects or from the extraction of multiple pass light from the
chip (most prevalent in the TS structure). However, from the above
arguments, the TS AlGaInP LED structure results in a two-fold increase in
light extraction efficiency compared to an absorbing substrate (AS) AlGaInP
LED with a thick GaP window and a 250% improvement over a thin
window DBR LED.

The improved light extraction of TS AlGalnP LEDs is shown
experimentally in Figure 9. Here, we compare the light and current (L-I)
curves of an (a) AS AlGalnP LED lamp (with a GaP window) to (b) a TS
AlGaInP lamp made from the same wafer. As expected, the improved light
extraction from the TS device results in a doubling of the light output of the
AS device. The wafer-bonded TS AlGaInP devices have been shown to be
compatible with
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Figure 7. Schematic representation of (a)
DBR AlGaInP LED structure with a thin
window layer and (b) a wafer-bonded TS
AlGalnP LED. Reprinted from
Semiconductors and Semimetals, Vol. 48,
High Brightness Light Emitting Diodes, eds.
G. B. Stringfellow and M. G. Craford, 1997
with permission from Academic Press.

matching the reliability performance of AS AlGalnP LEDs*.
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Figure 8. Schematic depiction of light extraction in (a)
a DBR LED (~2 cones) and (b) a TS LED (~6 cones).
Reprinted from Semiconductors and Semimetals,

Vol. 48, High Brightness Light Emitting Diodes, eds.
G. B. Stringfellow and M. G. Craford, 1997 with
permission from Academic Press.
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The high external quantum efficiencies attainable in TS AlGalnP
LEDs are plotted in Figure 10 as a function of wavelength. The
device structures consist of ~1 pm (ALGa, ), In, P active layers
sandwiched inside In; Al [P confining layers in the configuration
shown in Figure 7 (b). The highest external quantum efficiency
(~23.7%) is obtained at 635 nm, while the efficiencies degrade
significantly at shorter wavelengths, falling to ~2.2% at 571.4 nm.
At 635 nm, the external quantum efficiency is consistent with the
above arguments conceming light extraction efficiency, assuming a
high internal efficiency. While absorption in the chip may worsen
somewhat at shorter wavelengths, there is clearly an erosion of
internal efficiency for AlGaInP LEDs at shorter wavelengths. This
is expected for wavelengths near the direct-indirect transition as
carriers begin to populate the indirect minima according to
Boltzmann statistics. The internal quantum efficiency can be
computed as:



Ny = {1 + (F/7)(1 + Nexp[-AEKT])}! )

where _and t_ are the radiative and non-radiative lifetimes respectively, N is the relative density of states in the indirect
minima, and AE is the energy separation between the direct and indirect minima. Multiplying Equation 6 by the extraction
efficiency for TS AlGaInP LEDs yields the theoretical curves fon_, drawn in Figure 10 for three differentt /v _ ratios: (a)
3.5, (b) 1.3 and (c) 0.2, corresponding ton,, values of (a) 82%, (b) 43% and (c) 22%. The experimental data shown in
Figure 10 show a much larger short-wavelength decrease im,,, than predicted from carrier overflow. Smaller carrier
confinement and injection efficiency may contribute to this decrease in the 570-590 nm wavelength regime, but the general
trend toward lower internal efficiency at shorter wavelengths has been attributed to increasing concentrations of non-
radiative recombination centers in higher Al-composition active layers®. The incorporation of oxygen® into AlGalnP has
been directly correlated to decreases im,,,. Clearly, the growth of high-quality AIGaInP LEDs by OMVPE requires great

attention to issues of source purity and reactor integrity to minimize the degradation in internal quantum efficiency due to
incorporation of non-radiative defects.
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Figure 9. Light output vs. drive current for (a) an AS Figure 10. External quantum efficiency vs. wavelength
AlGaInP LED and (b) a TS AlGaInP LED. The curve for TS AlGaInP/GaP LEDs and theoretical fits obtained
labeled (b”) is the TS LED in (b) operated in pulsed mode. using Boltzmann statistics for radiative/non-radiative
Reprinted from Semiconductors and Semimetals, Vol. 48, lifetime ratios of (a) 3.5, (b) 1.3 and (c) 0.2Reprinted
High Brightness Light Emitting Diodes, eds. G. B. from Semiconductors and Semimetals, Vol. 48 High
Stringfellow and M. G. Craford, 1997 with permission Brightness Light Emitting Diodes, eds. G. B.
from Academic Press. Stringfellow and M. G. Craford, 1997 with permission
from Academic Press.

33.  InGaN LED Chips

Generally, InGaN LEDs are grown with the p-side up on insulating sapphire substrates. Since the substrate itself is not
conductive, nitride chips require that etching be performed to expose the n-type layer and that both contacts be placed on
the top side of the device. Early versions of InGaN LEDs** relied on a DH structure involving a thick nGaN active
region that was codoped with Si and Zn to achieve a donor-acceptor (D-A) transition for the light emission mechanism.
Problems associated with the saturation of this emission center, very broad emission spectra and package degradation due
to the considerable quantity of short wavelength (generally UV) light led to the introduction of a thinner active medium
consisting of single quantum well (SQW) or multiple quantum well (MQW) InGaN active region LEDs whose emission
was based on band gap transitions. By using these quantum well structures, researchers have been able to eliminate the co-
doping feature of InGaN LEDs resulting in brighter devices with improved spectral quality and reliability.

A typical Hewlett-Packard InGaN LED chip is shown in Figare 11. The InGaN LED device structures consist of an
InGaN/GaN composite nucleation layer, a GaN:Mg intermediate layer, a 3.5 pm thick layer of GaN:Si, an InGaN active
region containing either a SQW or MQW stack, a 300 A thick layer of Aly0sGagesN:Mg and a 0.2 pm thick layer of
GaN:Mg. Since the p-type GaN:Mg and AlGaN:Mg layers are relatively resistive and thin, the p-type contact placed on
these layers is generally a thin, semi-transparent metal designed to achieve suitable current spreading (thus overcoming the
poor conductivity of the thin p-type AlGaN and GaN layers) and transparency for light to escape. Figure 11 shows the
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typical contact and device patterning used in H-P’s blue, cyan and green InGaN LED production. It is important to note
that, unlike the LEDs schematics presented for the AlGalnP case, both the n- and p-contacts are placed on the topside of the
InGaN LED device after a mesa is etched to reveal the n-type GaN. This is due to the insulating substrate on which the
structure is deposited. '

Unlike AlGaInP, InGaN LEDs, are grown on

substrates that are transparent to the emitted light. l prelectode ,
Thus, the primary focus to improving the GaN:Mg —__ |

efficiency of InGaN LEDs primarily involves the AlGaN:Mg ——— n-electrode
improvement of the internal efficiency. Due to Active region

the large lattice and thermal mismatches!? in the

AIN-GaN-InN-sapphire system, considerable care GaN:8i

must be taken to ensure high quality interfaces. GaN:Mg intermediate ___|

The growth of InGaN is performed at conditions layer

far from equilibrium (i.e., at very low temperature InGaN/GaN e

relative to the growth of the other layers within nucleation layer

the structure) on a surface that may contain a high /

density of pits and pinholes due to the high  Sapphire substrate

dislocation density. When the wafers are raised to

higher temperature to grow the remainder of the Figure 11. Schematic of a Hewlett-Packard InGaN LED. The active

structure, there exists the possibility of phase . . : . . .
. ) ] . region depicted can consist of either a single or multiple quantum well.
separation, clustering and  dissociation. 8l e ped

Additionally, due to the difficulties in achieving highly doped p-type (Al)GaN and the very short minority carrier diffusion
length for holes in this materials system, achieving the accurate placement of the p-n junction in these structures is
paramount to attaining high performance LEDs.

4. SUMMARY AND CONCLUSIONS

A review of the current techniques used to maximize the efficiency of a new class of high-brightness LEDs based on the
(ALGa, ), In, P material system has been presented. The commercialization of AlGaInP technology using OMVPE has
resulted in a number of sophisticated device structures

to enhance performance, including double 1000 3 ! ) ' '
heterostructure (DH) active regions, current blocking - F‘y‘ég;s”““ Curve

layers, and current spreading layers that address the - (CIE) .

problem of efficient carrier injection across uwseful - so}gﬁﬁn P:‘l’s;“‘{,‘;_.
areas of the chip. Devices with enhanced light- § 100 _
extraction efficiency have been produced by VPE Eg& E Merﬂ;‘y";ﬁ; g‘;{,"gz
growth of GaP on top of the AlGalnP DH, by OMVPE % % n

growth of DBRs for improved bottom-light extraction, &5 [ Halogen (30 W) —»
and by the development of a TS AlGalnP technology 2 § Tungsten (60 W) —»)
utilizing compound semiconductor wafer bonding. As E g -
a result of these advances, AlGaInP LEDs now have 3 : ]
lnminous efficiencies that far exceed those of C Tun ;‘t”;}:g;e{;‘;_,
conventional LEDs. In fact, the best TS AlGalnP R

devices now exceed the luminous efficiency of

unfiltered incandescent bulbs (~15 Im/W) over the }100 500 600 200 s(l)o

yellow-green to red wavelength range. Peak Wavelength (nm)

With the commercialization of InGaN quantum well
LED:s in the blue through green spectral regions, there
now exist solid-state light sources spanning the entire
visible spectral region. Figure 12 shows the luminous
efficiency versus wavelength for the current state-of-the-art in commercial visible LEDs. High-brightness LEDs in the
yellow-green through red-orange spectral region are commercially produced with the AlGalnP material system and in the

Figure 12. The luminous performance of various LED material
systems vs. emission wavelength.



red spectral region with the transparent-substrate AlGaAs material system. In addition, Figure 12 shows luminous
performance values for a number of conventional light sources and also the human eye response curve (CIE curve). which
describes the theoretical limit for luminous efficiencyThe 0.3 x CIE curve is included for reference. To the right side of

the chart are the performance levels for numerous conventional lighting sources. At wavelengths from 500 am to 650 nm,
LED sources can easily compete in efficiency with tungsten filament and halogen lamps.

It is readily apparent that solid-state LEDs are rapidly encroaching upon the performance levels of traditional light sources
and in most cases significantly exceed filtered filament-based light of a specific color. Several major markets are being
addressed with these newly developed solid state light sources. Automobile exterior lighting has been moving rapidly to

incorporate transparent-substrate A1GaInP technology into high-mount stop lights (HMSLs) and into the full amber and

red-orange taillight assembly. Full color outdoor changeable message signs and full-motion video displays have been

adopting (ADInGaN and AlGaInP technologies and will continue to proliferate as costs are reduced. Traffic signal

applications have begun to incorporate red AlGaInP and AlGaAs LED:s for stop lights and are moving toward incorporating

amber and blue-green LEDs to produce a completely LED-based signal head.

All of these new markets are rapidly expanding and will provide enormous growth opportunities for the LED industry in
the future. The inherent advantages of LED technology over incandescent lamps include high reliability, low power
consumption, and a tolerance for harsh environmental conditions. Currently, LEDs are already serious contenders for many
outdoor lighting applications. Continued improvement in materials growth and device technology will allow LEDs to
compete with an ever broader range of traditional lighting sources.
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InGaN blue light-emitting diodes with optimized n-GaN layer
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ABSTRACT

In the extensive research dedicated recently to metal-organic chemical vapor deposition (MOCVD)-grown high-efficiency
GaN LED device design, a significant effort has been made to increase the conductivity of p-GaN layers, while n-GaN layers
received relatively little attention. We demonstrated, both experimentally and theoretically, that the resistivity of n-GaN
layers has a profound effect on blue InGaN LED performance. Optimization of n-GaN epitaxial layers allows the
achievement of device series resistances below 15 Ohms and forward voltages as low as 2.9 Volts at 20 mA. We have also
shown that contactless measurements of sheet resistivity of the entire LED epitaxial structure closely correlate with the
ohmic resistance of the GaN layer measured in the fabricated devices. This provides an excellent non-destructive
characterization tool for n-GaN optimization. Insufficient n-GaN conductivity is shown to trigger a distinct degradation
mechanism by initiating current crowding in a localized device area. InGaN LED lamps with optimized n-GaN layers had a
high external quantum efficiency and a good long-term reliability.

Keywords: gallium nitride, n-GaN, light-emitting diode, resistivity, reliability
1. INTRODUCTION

High-efficiency blue and green GaN light-emitting diodes were rapidly developed by a number of academic and industrial
laboratories after their first introduction by S. Nakamura et al. in the early 1990s'%. In spite of that, basic properties of the
new GaN-based materials and devices still continue to present significant challenges for researchers (light generation
mechanisms in InGaN low-dimensional structures, details of p-dopant activation in GaN, and transport properties of
columnar epitaxial GaN, to name a few). Furthermore, fierce competition between research groups often prevented early
publication of interesting results, especially those related to device design and degradation modes (e.g. physics of transparent
metal contact formation). This paper intends to fill in one of the gaps in the overall GaN LED publicly available body of
knowledge by clarifying some effects of n-GaN layer doping on device performance and reliability.

GaN LED structures grown on insulating sapphire substrate require both n-type and p-type ohmic contacts to be applied to
the same side of the epitaxial wafer. Access to the bottom side of the p-n junction (usually, n-type) is provided by etching a
mesa structure through the top p-type layers and p-n junction into n-type material. N-type ohmic contact may be
subsequently formed to the exposed n-GaN surface while p-type contact is made to the mesa top surface. As a result of such
contact geometry, lateral current path optimization becomes necessary in order to achieve uniform light emission and low
series resistance in the range of current densities and temperatures corresponding to the LED operating conditions.

When considering the optimum thickness of the n-GaN layer, several limitations should be taken into account imposed by
the lattice-mismatch between the sapphire substrate and the epitaxial GaN structure. Usually, a low growth temperature
nucleation layer is deposited immediately on the substrate and that layer necessarily has an extremely high dislocation
density. A few microns of high growth temperature GaN or nitride heterostructure material is required to remove the active
region away from the highly defective surface. Cracking of the epitaxial film may occur above certain critical thickness
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which depends, among other factors, on the doping level of the layer. That critical thickness decreases with increased
impurity level in Si-doped n-GaN. A recently issued US patent’ suggests a three-layer structure intended to prevent cracking
and allow a thicker defect reduction GaN layer to be grown. The proposed structure consists of a thick (~3.5 um) undoped
buffer followed by a thin (<0.4 pm) n-doped contact layer and a lightly n-doped cladding layer providing optimum electron
injection into the InGaN active region. However, optimization of the lateral current path resistance in the structure is not
considered and is likely to present a problem due to insufficient thickness of the contact layer. Experiments and calculations
presented in this paper are based on a traditional structure with a single n-layer which serves as a defect reduction, lateral
current spreading, n-contact, and cladding layer simultaneously. We believe our approach to the optimization of n-GaN
layer is applicable to the current spreading and reliability improvement in a variety of LED structures.

2. MATERIAL GROWTH AND CHARACTERIZATION

LED epitaxial structures were grown on [0001]-oriented sapphire by MOCVD as described in a separate publication®. The °
multi-layer structures consisted of an undoped GaN nucleation layer, 4 um-thick Si-doped n-GaN layer, an undoped InGaN
multi-quantum well (MQW) active layer, a Mg-doped p-AlGaN cladding layer, and a Mg-doped p-GaN contact layer. Silane
and Cp,Mg were used as n-type and p-type dopant sources, respectively. The structures used in this experiment differed by
the doping level of n-GaN layer varying from ~5x10'® cm™® (background carrier concentration) to 3x10'® cm®. Acceptors in
the p-layers were activated by rapid thermal annealing (RTA), producing a typical carrier concentration of approximately
7x10" cm?. Carrier concentration and mobility in p-type and n-type layers were measured in single-layer samples using the
Hall technique with dot contacts in a Van der Pauw configuration. Hole mobility in 2 pym-thick p-GaN films varied between

10 and 20 cm®V"'s”’. Electron mobility in 2 pm-thick n-GaN films as a function of carrier concentration is shown in
Figure 1.
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Figure 1. Hall electron mobility vs carrier concentration in 2 um-thick n-GaN samples.

Sheet resistivity of the full LED structures was measured using Lehighton 1310B Resistivity Mapper. Based on Hall
measurement results, we believe the Lehighton data to be representative of the n-GaN resistivity only, since low-mobility p-
type layers hardly contribute to the overall conductance. Figure 2 shows a comparison of the n-GaN conductivity calculated
from the Hall and Lehighton data. The results are in excellent agreement at high doping levels, while Hall conductivity is
consistently lower than Lehighton for the samples with electron concentration below 1x10' cm®. This may be explained by
relatively poor geometric and electrical quality of dot contacts to low-doped n-GaN. By comparison, contactless Lehighton
measurements may be expected to be more accurate for low-doped samples.
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Figure 2. Volume n-GaN conductivity vs carrier concentration. Selid squares - calculated from Hall data for 2 pm-thick n-GaN films.
Open circles - calculated from Lehighton resistivity data for LED structures with 4 pm-thick n-GaN layers).

3. DEVICE FABRICATION

A typical LED device test structure is shown in Figure 3. The mesa formation allowing an access to n-GaN layers was
defined by Reactive Ion Etching using standard photolithographic techniques with 400x400 pum’ total chip area and
~350%350 pm®mesa area. A Ni/Au transparent metal contact was deposited on p-GaN surface on top of the mesa in order to
improve lateral current spreading. Ti/Al n-pad providing ohmic contact to the RIE etched n-GaN surface and Ni/Au p-
bonding pad (both pads had ~100 pm diameter) were defined using standard photolithographic techniques, deposited by e-
beam evaporation, and annealed by RTA. For power measurements and aging tests, wafers were separated into individual
chips using high-speed Kulicke & Soffa 982-6 Wafer Saw. Chips were mounted on TO-18 transistor headers with silver-
filled epoxy, and wire-bonded.
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Figure 3. The structure of InGaN blue LED: a) schematic cross section; b) chip overview.



N-type ohmic contact specific resistivity measured using a circular transmission line pattern was well below 1x10 Qcm? for
all samples, corresponding to n-contact resistance <1 Q. In order to directly evaluate the n-GaN layer contribution to the
tota] resistivity of the actual devices, n-pad to n-pad resistances were measured for adjacent die on wafers before separation
using a 4-wire method. Current path geometry in this test approximately corresponds to the lateral current path through n-
GaN layer during the diode operation. Figure 4 demonstrates a reduction of n-GaN layer resistance with increased Si doping
and an excellent correlation with Lehighton resistivities measured on the same wafers before processing. Such a correlation
provides a non-destructive post-growth characterization tool capable of early detection of the n-GaN-related problems
associated with silane source depletion, background Mg compensation, or high defect density in the grown material. This
method is far superior to the Hall technique for quick and accurate evaluation of the whole epitaxial wafer immediately after
growth without any additional sample preparation.

N-GaN Doping, em™: undoped

100}
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10 100
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Figure 4. N-pad to n-pad resistance for GaN LEDs with varying n-GaN doping vs Lehighton resistivity of as-grown epitaxial wafers.
Solid line shows linear fit.

4. LATERAL CURRENT PATH CALCULATIONS

In order to understand how n-GaN conductivity affects LED current-voltage characteristics, light output, and reliability,
possible current paths from p-pad to n-pad need to be analyzed. Cross—section of the LED structure showing two adjacent
devices on a wafer is shown in Figure 5.

P-pad
/

—

NiAu Transparent Contact

P-GaN
InGaN

N-GaN

Sapphire

Figure 5. Current flow geometry in GaN LED with lateral current path.
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The transparent Ni/Au metal layer may be considered a perfect current spreader with negligible contribution to the total
resistance, and only the vertical component of the p-layers’ resistance is significant. We shall ignore the resistance of the
ohmic contacts here for simplification. Total voltage drop V; along an arbitrary current path between the two contacts is
then given by the sum of voltage drops across the p-layers V;, p-n junction V;, and n-layer Vy as

Vp=Vp+ Vi+ Vy=jpgt + (nkT/e) x (1 + Inj/jo) + jp.] (1

where j is the current density, p, and t are vertical resistivity and thickness of p-type layers, n is the diode ideality factor, k is
the Boltzmann constant, T is the junction temperature, e is the elementary charge, j, is the saturation current density, p, and /
are lateral resistivity of n-GaN and length of the lateral current path through the n-type layer. Two extreme cases of the
lateral current paths are shown in Figure 5. Path A corresponds to the case when all lateral current spreading occurs in the
transparent contact while the voltage drop across the n-layer is minimal, ie. / ~ 0. Path B corresponds to the opposite
situation when all lateral current spreading occurs in the n-layer, i.e. I =L, where L is the distance between p- and n-pads.

Perfectly uniform current spreading across the active area of the LED is possible when total voltage drop across Path A

VA=jpt+ (nkT/e) x (1 + Inj/jo) 2
is equal to the voltage drop across Path B

V®=jpt+ (nkT/e) x (1 + Injfjo) + jp,L 3)
which gives a condition

pL << p,t+j" x (nkT/e) x (1 + Inj/j,) 4)

When the resistivity of the n-GaN layer is low enough for condition (4) to be observed, all current paths have equal
resistance, causing the current density and light emission intensity to be uniform across the mesa surface. The voltage drop
across the p-n junction V;is typically larger than V;, and L >>t. As a result, resistance of the n-GaN along the lateral current
path p,L may still be comparable or higher than the vertical resistance of the p-type layers and ohmic contacts. Condition (4)
only assures uniform current spreading but series resistance of the device may still be limited by n-GaN conductivity.

Current path A becomes preferable to any other when n-GaN conductivity is insufficient to meet condition (4). In this case,
current is crowding into that path, and light emission region is limited to the edge of the mesa immediately adjacent to the n-
contact pad. This process is usually self-enhancing, since series resistance and voltage drop across the junction in
semiconductors tend to decrease with higher current density due to local heating, increased local carrier concentration, and
minority carrier leakage through the heterostructure space-charge region. In addition to low n-GaN conductivity, other
factors making such current crowding more likely include high overall current injection (due to j! factor in (4)), and high
operating temperature which also reduces voltage drop across the junction and may negatively affect electron mobility. This
phenomenon is highly undesirable in most LED structures, since current crowding may make far-field emission pattern of an
LED less uniform. It may also jeopardize device reliability by increasing the rate of defect generation and propagation in the
localized region with high injection current density.

Condition (4) may be easily estimated numerically. For room temperature conditions and operating current ~20 mA, voltage
drop across the p-n junction V, roughly corresponds to the bandgap of the active region E/e ~ 2.7V. For p-GaN resistivity
estimated from Hall measurement data to be p,~ 0.6 Qcm, thickness of p-GaN layer ~0.3 pm, and L ~ 350 pum, condition (4)
for the conductivity of n-GaN material becomes o, = 1/p,>> 4 Q'em’. As can be seen from Figure 2, electron concentration
in n-GaN only needs to be above 5x10"” cm™ for this condition to be met.

5. LED PERFORMANCE

Current-voltage characteristics and light emission patterns of the LEDs with varying n-GaN doping were recorded using
HP4145 Semiconductor Parameter Analyzer and Polaroid MicroCam photographic camera mounted on an optical
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than 7x10" cm™. Total device series resistance measured from p-pad to n-pad at 20 mA operation current point varied from
15 to 50 Q and exceeded the n-pad to n-pad n-GaN resistance by ~1 to 25 Q depending on the contributions from p-type
ohmic contacts and p-type GaN and AlGaN layers. As shown in Figure 6, for the LEDs with the highest n-GaN doping of
3x10"™ cm?, and optimized transparent contact annealing, total series resistance dropped below 15 Q. For the same diodes,
forward voltage as low as 2.9 V at 20 mA was consistently observed which is, to the best of our knowledge, the lowest value

reported in the literature.
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Figure 6. Current-voltage (left axis) and resistance-voltage (right axis) characteristics
for GaN LEDs with n-GaN doping 3x1018 ¢cm-3.

Total output power from the chips mounted on headers was measured in an integrating sphere with Si detector. Power oufput
above 3 mW at 20 mA was achieved, with a linear power-current characteristic in a wide range of operating currents (see
Figure 7).

microscope. Indeed, at room temperature we observed uniform light intensity for any n-GaN doping level equal or higher
|

Bare Chip Quantum Efficiency: 5%
Estimated Lamp Efficiency: 8-10%

Total Chip Power (mW)
'S

% 10 20 30 20 50

Current (mA)

Figure 7. Power-current characteristic for GaN LED with n-GaN doping 3x1018 ¢m-3,

The only devices demonstrating current crowding at room temperature were those with n-GaN doped only unintentionally to
~5x10' cm™. Series resistance of those devices was in the range 80-130 Q, consistently below the n-pad to n-pad resistance
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of ~150 , unlike in the LEDs with doped n-GaN. This corresponds to the current path A, where the carriers do not spread
all the way across the resistive n-GaN layer.

6. LED RELIABILITY

Aging tests were performed for LEDs with n-GaN doping 7x10", 1.5x10', and 3x10"® cm™at the ambient temperature 55°C
and injection current 30 mA in constant current control mode. Devices were taken out of the environmental chamber for
periodic measurements of current-voltage characteristics and output power. Visual inspection was performed after 1000
hours of aging. For most LEDs tested in this experiment the power drop observed after 1000 hours of aging did not exceed
25% of the initial value.

As mentioned in Section 4, the condition (4) imposed on the n-GaN conductivity by the requirement of uniform current
density across the active region should become more stringent at higher injection currents and elevated temperatures. The
wafers with n-GaN doping 7x10"" and 3x10'® cm™ were pre-screened at the combined stress conditions of injection current
up to 40 mA and hot chuck temperature up to 85°C and hardly demonstrated any immediately noticeable change in the light
emission uniformity. However, pronounced current crowding near the mesa edge adjacent to the n-contact pad was observed
at room temperature in the LED chips with the lowest n-GaN doping of 7x10"" ¢cm™ after the completion of aging (Figure 8).
This permanent current redistribution is accompanied by a dramatic forward voltage drop by 0.5 - 1V across the diode and a
significant increase in the reverse current leakage. Wafers with n-GaN doping 1.5x10" and 3x10'"® cm™ had a perfectly
uniform light emission after the end of aging (Figure 9) and did not exhibit any substantial forward or reverse voltage
change. We conclude that the root cause of the current crowding appearance is still the insufficient n-GaN conductivity at
the 7x10"” cm® doping level and the observed phenomena may be explained within the framework of the voltage drop
equations (1)-(4).

a) b)

Figure 8. Microphotographs of GaN LED with n-GaN doping 7x1017 cm3 tested at 20 mA, RT:
a) before aging; b) after 1000 hours of aging at 30 mA, 55°C.

In order to explain the current crowding degradation mode, two questions need to be answered:

- Why is current crowding triggered during aging but not in wafer-level tests performed at a higher current and temperature?
- How does it become permanent and start to show up at the standard operating conditions?

The first problem may be explained by a difference in thermal resistances between a device on the wafer and a chip on
header. High thermal impedance (~500 °C/W) for a separated chip attached to a small header by epoxy bond may lead to the
junction temperature of the diode which is significantly (AT=50°C or more) higher than the header temperature, thus



a) b)

Figure 9. Microphotographs of GaN LED with n-GaN doping 1.5x1018 cm-3 tested at 20 mA, RT:
a) before aging; b) after 1000 hours of aging at 30 mA, 55°C.

exceeding the temperature used in wafer-level tests. Also, a mechanism of the permanent current redistribution during aging
may be proposed which does not need the initial current crowding to be very pronounced. We believe that a positive
feedback loop is formed by an initially slightly higher current density near the mesa edge inducing a local resistivity
reduction due to one or more of the following processes:

- local annealing of the transparent ohmic contact;
- contact metal migration along defect tubes under electrical current stress’;
- activation of Mg acceptors due to dehydrogenation of Mg-H complexes by injected hot electrons®.

Any of those processes would cause an irreversible local decrease of the total voltage drop across the lateral current path A
(see Figure 5) and make it a preferred channel at the low as well as high temperature and injection current density. The
assumption of metal migration is also consistent with the increase in the reverse leakage current in the damaged diodes.

7. CONCLUSIONS

In conclusion, an approach to the optimization of n-GaN conductivity in GaN LEDs with lateral current path is proposed and
tested which is based on the analysis of the contributions from different parts of the structure to the total voltage drop across
the diode. Devices with 4 pm-thick n-GaN layer Si-doped to 3x10" cm™ demonstrate extremely low forward voltage of
2.9V, low series resistance of less than 15 Q, and output power of 3 mW at 20 mA injection current. 1000 hour aging test at
30 mA and 55°C reveals a stable operation of the diodes with n-GaN doping at or above 1.5x10" ¢cm™® and a distinct failure
mode triggered by insufficient n-doping in the diodes with lower doping levels. Finally, Lehighton resistivity measurements
are shown to be a reliable non-destructive evaluation tool for post-growth n-GaN conductivity control, a method superior to
the Hall resistivity test.

ACKNOWLEDGEMENTS

The authors are indebted to Mr. Joseph Potopowicz for his help with device assembly and reliability testing. We are also
grateful to Mr. James Nering and his group for continuous wafer processing assistance. Discussions of wafer
characterization methods with Mr. Paul Cooke were very helpful and insightful. This paper would be impossible without die
separation technique developed by Mr. Anthony DiCarlo.

35



36

REFERENCES

1. S. Nakamura, T. Mukai, and M. Senoh, “High-Power GaN P-N Junction Blue-Light-Emitting Diodes,” Jap. J. Appl. Phys.
30, pp. L1998-L2001, 1991.

2. S. Nakamura, T. Mukai, and M. Senoh, “Candela-class high-brightness InGaN/AlGaN double-heterostructure blue light-
emitting diodes,” Appl. Phys. Lett. 64, pp. 1687-1689, 1994.

3. S. L. Rudaz (Inventor), “Maximizing Electrical Doping while Reducing Material Cracking in I1I-V Semiconductor
Devices,” U.S. Patent # 5,729,029, 1998.

4.C. A. Tran, R. F. Karlicek Jr., M. G. Brown, I. Eliashevich, A. Gurary, and R. Stall, “Growth and Characterization of high-
efficiency InGaN MQW Blue and Green LEDs from large-scale production MOCVD Reactors,” to be published in Light-
Emitting Diodes: Research, Manufacturing, and Applications, E. Fred Schubert, Editor, Proc. SPIE, 1999.

5. M. Osinsky, J. Zeller, P.-C. Chiu, B. S. Phillips and D. Barton, “AlGaN/InGaN/GaN blue light emitting diode degradation
under pulsed current stress,” Appl. Phys. Lett. 69, pp. 898-900, 1996.

6. F. Manyakhin, A. Kovalev, and A. E. Yunovich, “Aging Mechanisms of InGaN/AlGaN/GaN Light-Emitting Diodes
Operating at High Currents,” MRS Internet J. Nitride Semicond. Res. 3, 53, 1998.



Invited Paper

Gallium nitride based LEDs on silicon substrates

Nestor A. Bojarczuk, Supratik Guha
IBM T. J. Watson Research Center, Yorktown Heights, NY 10598.

ABSTRACT

We describe the growth and characteristics of GaN based light emitting diodes grown on Si(111) substrates. We show that
the UV electroluminescence of such diodes can be used to generate fluorescence in organic color converters so that
multicolored hybrid nitride-organic light emitting diodes that emit in the visible can be prepared.

1. INTRODUCTION

Gallium nitride based light emitters offer two attractive features. Firstly, the degradation performance of nitride based light
emitting diodes (LEDs) are relatively insensitive to the presence of large densities of threading and planar defects. This is
unlike the behavior of light emitters based on other compound semiconductors such as GaAs or ZnSe. Therefore, one can be
highly optimistic about a nitride based optoelectronics technology on silicon--the most convenient substrate in
microelectronics--inspite of a large lattice mismatch (19%) between GaN and Si and the consequent presence of a large
density of defects. Secondly, the short wavelength UV electroluminescence from nitride LEDs can be used to excite color
converters in order to obtain "color-downconverted" light emission at selected longer wavelengths--an approach potentially
attractive for small displays or lamps. Recently we have demonstrated the first gallium nitride based light emitting diodes
grown on silicon substrates. The A1GaN/GaN double heterostructure diodes were grown by molecular beam epitaxy on
Si(111) wafers, turned on between 4.5-6.5 volts, and emitted in the UV at ~360 nm and in the violet at ~420 nm. We have
also demonstrated multicolored light emitting diodes (LEDs) on a silicon wafer using such UV/violet GaN LEDs on Si(111)
in conjunction with organic dye based color converters. When applied on top of the nitride diodes, these color converters
absorb the nitride LED electroluminescence at ~ 360 nm, and fluoresce in the green (~530 nm), and orange (~600 nm). Thus,
multicolored light emitters may be made to operate side by side on the same Si wafer in an approach that may be attractive for
miniature GaN based displays.

2. EXPERIMENTAL

Gallium nitride based light emitting diode structures on silicon were grown by molecular beam epitaxy (MBE) using a radio
frequency source for nitrogen delivery. Silicon substrates oriented along <111> were cleaned via a standard “RCA clean”
process, followed by a dip in a HF:H;O solution. This produces a H terminated Si surface and the hydrogen is then desorbed
in vacuum by outgassing the Si wafer at ~600 °C. Growth of the nitrides is initiated by first growing a thin (~8 nm) AIN
buffer layer on the Si at ~850°C. We find that the growth of the AIN layer ensures a single crystal epilayer while direct
nucleation of GaN can result in a tendency towards polycrystalline GaN growth. Following the GaN growth, double
heterostructure n:AlGaN/GaN active region/p:AlGaN diodes were grown [1]. The n type doping was achieved using Si while
Mg was used for p doping. Aluminum compositions varied from approximately 5% to 15%. Light emitting diodes were
made by evaporating thin transparent Ni-Au contacts (about 200-300 microns square) for the top p layer and using the
heavily n doped Si substrate as the bottom n electrode. Use of the substrate as an electrode significantly reduces diode
fabrication complexity. Color conversion was achieved by use of commercial organic laser dyes dissolved in an appropriate
organic matrix. In our case, the commercially available deep UV resist UV2HS was used as the matrix due to its suitability
for spinning on and its transparency to visible light. The green color converter was a 0.1% Coumarin 540a/1% Coumarin
450/UV resist mixture, while the orange dye was a 0.1% DCM/1% Coumarin 535/ UV resist mixture. The rationale behind
the use of dye mixtures can be found in ref. 2. The dyes were applied to the surface of the nitride LED using a micro-pipette
and allowed to solidify.
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3. RESULTS AND DISCUSSION

Figure 1 shows the dc I-V characteristics of a a set of light emitting diodes. In forward bias, the diodes start emitting light
between 4.5 to 6 volts and typical currents are 14-65 mA at 12V in forward bias. Reverse leakage currents vary from 10 to
130 pA at -10V. As can be seen from the figure there is variation in the I-V parameters from diode to diode, a consequence
we believe, of non-uniformities in the growth. Clearly, the electrical characteristics are inferior compared to that for MOCVD
grown diodes [3,4]. This will be discussed later. The electroluminescence spectrum from a diode is shown in Figure 2. The
peak is at ~360 nm, corresponding to near band edge emission. The light output is weak compared to MOCVD material,
though it is clearly visible under normal room illumination conditions. There is a long wavelength tail in the visible at >400
nm. Intensity of the deep level visible emission varies from diode to diode and also sample to sample. This appears to be
related to variations in the growth conditions. From preliminary observations, growth of the active layer at lower
temperatures (<750C) appears to promote stronger deep level emission.

An ultraviolet semiconductor LED brings about possibilities for new applications, especially if it is feasible on a convenient
substrate such as Si. As described earlier, color conversion to visible wavelengths may be brought about with the use of the
organic color converters. Figure 3 shows the results of the color conversion using the orange and green color converters
described in the previous section. The orange emission (~600 nm peak) in Figure 3 is the fluorescence due to the dopant dye,
DCM. DCM emits at ~640 nm in a liquid, polar solvent, however in a solid polymeric matrix the fluorescence shifts to
shorter wavelengths. The small peak at ~360 nm in Figure 3a is due to unabsorbed electroluminescence. The green emission
in Figure 3b peaks as ~530 nm and is due to fluorescence from the Coumarin 540a dye.

The color conversion efficiencies of the organic color converters is a relevant issue. For color converted diodes to be
practical, it is expected that conversion efficiencies should be at least 30%. We have carried out measurements of external
fluorescence efficiencies of dye combinations spun onto glass substrates and these measurements yield efficiencies in the
10-15% range [5]. Asuming no scattering of light in the film, and the absence of backside reflection, we have estimated that a
flat thin film color converter would emit ~13% of the total fluorescence from the front surface due to total internal reflection.
It appears therefore that the internal fluorescence efficiencies of the dyes are very high. Enhancement of the light extraction
may be possible by modification of the color converting surface in the form of micro-lenses.

The above data clearly demonstrate the feasibility and potential for such hybrid semiconductor-organic light emitters. They
are attractive for miniature displays where arrays of nitride LEDs on Si substrates can be coated with organic color converters
for multicolor emission. The drawback here is the efficiency of MBE grown light emitting diode structures, which as
discussed earlier in this paper, are presently inadequate and not comparable to MOCVD grown material. We find that diodes
grown by MBE on the more commonly used sapphire and silicon substrates are similar in their performance. This indicates
that the diode performance appears to be limited due to the growth technique itself. This is consistent with the argument that
GaN has a tendency to dissociate to Ga and N; at high temperatures, particularly in a high vacuum atmosphere where an
adequate nitrogen overpressure cannot be maintained. In a highly defective GaN epilayer this results in thermal etching and a
poor microstructure at high temperatures (>850 °C). This appears to severely limit the quality of MBE grown GaN. On the
other hand, there seem to be no reports of GaN based light emitting diodes grown by MOCVD on Si substrates even though
high quality GaN diodes are grown routinely on sapphire or SiC substrates. The reason for this is possibly related to the
compatibility between Si and AIN or GaN at high temperatures. From annealing experiements of GaN based diode structures
we find that at high (~1100 °C) temperatures GaN/AIN/Si structures are unstable. Al and Ga form eutectics with Si.
Dissociation of AIN or GaN locally due to the presence of heterogeneities at the interface at high temperatures can result in a
Al-Si liquid which would then break down the interface. Growths by MOCVD are carried out at high (>1000 °C) and
therefore the stability of the nitride-Si can be a serious issue. MBE growth temperatures are typically at <850 °C, where the
interface is stable. MOCVD grown nitride diodes on the other hand can be of high quality, MBE grown diodes are not. The
issue then is one of creating a stable nitride-silicon interface, perhaps via the use of an intermediate barrier layer, so that high
temperature MOCVD growths can be carried out successfully on silicon.
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FIGURE CAPTIONS

Figure 1: I-V characteristics of a set of 300x300 micron diodes.

Figure 2: Electroluminescence spectrum from a AIGaN/GaN/GaN double heterostructure LED on Si.

Figure 3: Hybrid diode spectra from: (a) the orange color converter based diode; and (b) the green converter based diode.
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ABSTRACT

As more advances are made in the performance of GaN-based devices, a trend toward the use of large
scale MOCVD reactors for epitaxial growth of GaN-based device structures is clear. In this paper we
describe the use of Emcore’s SpectraBlue™ reactor for large-scale manufacturing of Blue and Green LEDs.
The high throughput growth of GaN based LEDs is demonstrated without compromising LED uniformity
or overall performance. In-situ control of key parameters critical to the production of high quality LEDs,
such as buffer layer growth is now feasible using in-situ reflectance spectroscopy. Film properties as well
as LED device performance are discussed.

L. INTRODUCTION

The commercialization of high brightness blue and green LEDs [1] and the recent announcement of
reliable III-N laser diodes [2] clearly demonstrates the enormous potential of the III-N material system.
MOCVD has become the growth technique of choice for large scale manufacturing of these devices. In
LEDs and Laser Diodes (LDs), the active layer consists of either a single InGaN/GaN quantum well or
multiple quantum wells (MQW) [2]. Despite rapid advances in growth technology, high indium containing
InGaN alloys are still difficult to achieve using MOCVD due to the high volatility of indium and low
pyrolysis efficiency of ammonia. The indium incorporation is strongly dependent on temperature and
attempts to obtain long wavelength devices can produce indium droplets on the surface of the InGaN films.
This problem must be overcome in a production MOCVD reactor where thickness and wavelength
uniformity is a critical factor in obtaining high device yields and low operating costs. This paper addresses
these issues and demonstrates the high throughput growth of very high brightness blue and green MQW
LEDs in an Emcore Turbodisc SpectraBlue™ reactor on six 50 mm wafers in a single run.

I1. THE GROWTH OF III-NITRIDES FOR HIGH-BRIGHTNESS LEDs

InGaN MQWs and MQW LEDs were grown in an EMCORE SpectraBlue™ multi-wafer Turbodisc
MOCVD system. The details of the 7urboDisc-reactor technology have been described elsewhere [3]. This
system is equipped with a double walled water-cooled stainless steel chamber, a two-zone filament heater, a
UHV loadlock and can be used for deposition on up to six 50 mm wafers. The reactor chamber and
loadlock are shown in Figure 1. Rotation speeds can be controlled up to 1500 rpm without loss of the
substrates and a low thermal mass heater and wafer carrier assembly exhibit rapid heating and cooling rates.
The temperature controlled top reactor flange is specially designed to prevent premature mixing of the
growth precursors, eliminating the occurrence of parasitic adduct formation known to be a serious problem
in the growth of nitrides. Viewports on the top of the growth chamber gives access to the wafer surface and
are used for in-situ reflectance spectroscopy as well as pyrometric monitoring of the wafer carrier
temperature.

In-situ reflectance spectroscopy is a powerful technique for monitoring the epitaxial growth while
in progress. The method is simple and can be used to track the growth process during rotation even if only
one wafer (off center) is used. This method is similar to using pyrometric interferometry described by
Nakamura [4] but the thickness resolution and signal to noise ratio of in-situ reflectometry is much higher at
the shorter wavelength (600nm) used in our studies, so the film morphology can be monitored at almost any
thickness.
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Interferometric monitoring of the shorter wavelengths (600 nm) used in our growth can be
particularly useful in the process development mode. Figure 2 shows an example where three GaN samples
were grown using different buffer layer growth conditions. The development of a smooth surface
morphology (as shown from the oscillations in the reflectivity) during GaN growth is observed for all 3
samples but it occurs at different times after growth of the buffer layer. It is well known [4] that growth
process of GaN films on GaN buffer layers consists of island growth of GaN around buffer layer nucleation
sites, followed by lateral growth of GaN islands and coalescence of these islands. According to this model,
the coalescence of GaN islands in sample A is much slower than samples B and C. In sample A, surface
was very rough at the first 1000 seconds of growth and then gradually became flat. In contrary, sample B
and C exhibited very smooth surface at the beginning as shown by an immediate rise of the reflectivity as

: agh soon as the growth of GaN at high temperature
starts. A smooth initial GaN surface does not
guarantee a good surface as the growth develops
further as seen in sample C where the decrease
in the reflectivity shows that the surface
degraded quickly after 1 micron of GaN was
deposited. These studies and subsequent LED
performance correlation with the in-situ
reflectance patterns show that a reasonably slow
recovery of surface flatness following the
initiation of high temperature GaN growth gives

i
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Fig.1 : Growth chamber and loadlock for the SpectraBlue
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Fig.2 : In-situ reflectance signal in real time of 3 GaN layer growth under different conditions for the low
temperature buffer layer. Arrows indicate initiation of the buffer layer growth and high temperature
growth. Note that surface of the sample A was not smooth at the beginning but then is smooth for the
whole growth time, in contrary with the sample C
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Fig.3: A snap shot of data from an LED growth run using the simple and powerful in-situ reflectance spectroscopy

Figure 3 shows an in-situ reflectance pattern of a LED growth. It can be used to monitor growth
rate and surface roughness in real-time.

III . PROPERTIES OF GaN AND InGaN/GaN MQWs

Undoped GaN exhibits a background carrier concentration in mid 10'*/cm™ with a mobility in
excess of 600 cm’/vs at room temperature and 1500 cm®/vs at 80K. Table 1 summarizes properties of

undoped GaN as well as n- and p-doped GaN 2 um thick films. Some details of the film properties can be
found in Ref.[5].

Carrier Conc. Mobility (002) FWHM (102) FWHM
(cm-3) (RT) (arcsecs) (arcsecs)
Undoped GaN 5x10'° 550-650 200-300 350-450
Si-doped 3-5x 10" 230-300 200-300 350-450
Mg-doped 7-10x 10" 10-20 250-350 400-500

Table 1: Summary of GaN film properties

InGaN/GaN single quantum well (SQW) and MQWs were grown at temperatures between 700-800°C. The
primary focus of this work has been on MQW growth because LEDs with MQW active layer show better
brightness at high drive current than SQW LEDs. High indium containing InGaN MQWs are difficult to
achieve using MOCVD due to the high volatility of indium and low pyrolysis efficiency of ammonia. The
indium incorporation is strongly dependent on temperature and under some growth conditions indium
droplets may appear on the surface of the InGaN films. It is normal for high brightness InGaN LEDs to
exhibit an emission wavelength longer than expected from the In content measured by normal non-
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Fig. 4: (002) X-ray diffraction pattern of 3 MQWs consisting of
10 periods of 3nm Ing GagsN and 11nm GaN. These MQWs
were grown under different growth conditions but indium
composition was kept unchanged

by indium-rich clusters within InGaN wells.

destructive epitaxy
characterizations methods such as
x-ray diffraction (XRD) and
photoluminescence (PL).
Controversy about the mechanism
of radiative recombination in
InGaN/GaN MQWs with high
indium content still exists, with
causes for this effect being
ascribed to either In segregation or
peizoelectric effects associated
with strain of the InGaN wells.
The low solubility of indium in
GaN was calculated to be < 6% at
800C [6]. Chichibu et al. [7] has
recently shown a very large red
shift of 500 meV in EL with
respect to modulated electro-
absorption and photo-voltage in
InGaN MQW super-bright green
LEDs. The EL was assigned to a
recombination of excitons localized

Figure 4 shows the (0002) reflection obtained with ®/26 scans along the growth direction for 3
MQWs consisting of 10 periods of 3nm In, ,,Ga, 5N and 11nm of GaN. The zero-order diffraction peak
corresponds to an average indium composition of ~ 5% for the entire MQW or 22% indium in the InGaN

layers. The actual indium composition may

be even less than 22% due to biaxial strain in InGaN layers related to lattice mismatch between the InGaN

and GaN. Figure §
shows the PL at room
temperature of the
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same 3 MQW
structures shown in
Fig4. Spectra were
taken at two different

excitation powers
(1W/em? and
0.2W/cm?,

respectively). For

sample #1 (denoted as
peak A in Fig. 5), only
a peak at 430 nm is
observed. For sample
#2 the peak at 430 nm
is seen together with a
peak at 488nm. The
spectrum of sample #3
is dominated by an
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Wavelength (nm)

intense peak at 488 nm
(denoted as peak B in
Fig.5). The peak at
430 nm corresponds to

Fig. 5: Room-temperature PL spectra of 3 MQWs (shown in Fig.4) consisting of 10 an indium composition
periods of 3nm Ing,,Gag 7N and 11nm GaN at two different excitation powers. of 23%, close to the
Spectra 1,3 and 5 were taken with an excitation power of 1W/em?. Spectra 2, 4 and 22% determined by

6 were taken with an excitation power of 0.2W/cm’

XRD. The peak at 488



nm is interpreted in terms of localization of excitons at potential fluctuations due to phase separation of
InGaN into high and low indium content regions. This InGaN phase separation can be enhanced by choosing
appropriate growth conditions. In sample #3, the peak at 430 nm is unobservable at any excitation power.
We believe that the immiscibility of InN and GaN is the driving force for this phase separation. The
formation of InGaN with different compositions may also be a means of reducing strain energy due to lattice
mismatch.

At higher excitation power as shown in Fig. 5, the peak position at 430 nm does not shift while the
peat at 488nm exhibits a noticeable biue shift of 12nm. This observation supports the assignment of the peak
at 430 nm to the band-edge recombination and the peak at 488nm to the recombination at potential
fluctuations caused by indium clustering. Note that while in PL the recombination at potential fluctuation
(indium-rich InGaN clusters) dominates, in XRD the indium average composition is still determined by the
indium contents of the surrounding InGaN layer and not by the indium-rich clusters.

Iv. MATERIAL UNIFORMITY AND RUN-TO-RUN REPRODUCIBILITY

One important requirement for large scale manufacturing is that the reactor be capable of growing
LED structures with good yield and reproducibility without sacrificing device performance. On the basis
of the previous discussion, indium incorporation is the most important factor for wavelength uniformity as
well as LED brightness. The total intra wafer, inter wafer and run to run epitaxy variations must be small
enough to result in an acceptable LED yield. We show as an example typical data for a blue LED structure
at 465 nm i Fig. 6, which shows a PL wavelength uniformity for a full LED structure. The total
wavelength variation over 22 mm radius (3 mm edge exclusion) is better than 1.5 nm (1o).
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Fig. 6 : Photoluminescence wavelength uniformity of a blue LED structure. The standard deviation
is better than 1.5 nm,

Figure 7 shows PL wavelength uniformity for all six 50mm LED wafers from an LED run. Standard
deviation from wafer to wafer is better than 2 nm.

Reproducibility is also required in a manufacturing environment. The use of in-situ reflectance
spectroscopy to monitor buffer layer growth, growth rate and wafer surface morphology has significantly
contributed to developing the hardware and process parameters needed to obtain reproducible LED
properties. Run-to-run deviation of the PL averaged wavelength is usually less than 2 nm.
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Fig.7 : PL wavelength uniformity from a blue LED run. All six wafers have tight distribution of
wavelength with standard deviation better than 2 nm

V. DEVICE PERFORMANCE

Blue and Green LEDs
were fabricated using standard mesa etching
12 and contact fabrication techniques. Figure 8
shows electroluminescence spectra of LEDs
with wavelength in the range of 450 — 530
nm which covers blue, cyan and green part of
visible light spectrum. An external quantum
efficiency of 9% was achieved for devices
operating at 465 nm wavelength.
Current-voltage characteristics are
presented in the inset of Fig.8 The typical
forward voltage at 20 mA is 3.5V. Above
20 mA, the dynamic resistance has a value
of ~ 20 Ohm.
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Fig.8 : EL spectra of LEDs at various wavelengths from blue to
green color. The inset shows an I-V characteristic of LED



VI. CONCLUSION

We have demonstrated a large scale MOCVD manufacturing system which is able to grow
high brightness blue and green LEDs. In situ control of the buffer layer growth is a key factor for this
success. InGaN/GaN MQW active layer with emission wavelength in blue-green part of visible
spectrum was achieved with very good uniformity and reproducibility. We have showed the relation
between indium segregation in InGaN/GaN MQWs and high-brightness LEDs. An external quantum
efficiency of 9% has been achieved for 465nm LEDs.
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ABSTRACT

InGaAsN is a new semiconductor alloy system with the remarkable property that the inclusion of only 2% nitrogen
reduces the bandgap by more than 30%. In order to help understand the physical origin of this extreme deviation from the typ-
ically observed nearly linear dependence of alloy properties on concentration, we have investigated the pressure dependence of
the excited state energies using both experimental and theoretical methods. We report measurementis of the low temperature
photoluminescence energy of the material for pressures between ambient and 110 kbar. We describe a simple, density-func-
tional-theory-based approach to calculating the pressure dependence of low lying excitation energies for low concentration
alloys. The theoretically predicted pressure dependence of the bandgap is in excellent agreement with the experimental data.
Based on the results of our calculations, we suggest an explanation for the strongly non-linear pressure dependence of the
bandgap that, surprisingly, does not involve a nitrogen impurity band. Additionally, conduction-band mass measurements,
measured by three different techniques, will be described and finally, the magnetoluminescence determined pressure coeffi-
cient for the conduction-band mass is measured.

Keywords: InGaAsN, band structure, LDA, photoluminescence, pressure dependent energy gaps, conduction-band mass.

1. INTRODUCTION

The quaternary alloy system, InGaAsN, is a new material system that appears to have many exciting and important device
applications. Because of a large negative bowing parameter,l'2 the addition of small amount of nitrogen to the 1.4 eV bandgap
energy GaAs system lowers the energy! With the bandgap energy of GaN ~ 3.5 eV, normally, one would expect that the
GaAsN alloy bandgap energy would increase with nitrogen content. Besides also lowering the bandgap energy, adding indium
to GaAsN strain compensates the effect of nitrogen, resulting in a material system with bandgap energies ~ 1eV and lattice
matched to GaAs! The InGaAsN, alloy system has been identified as a key candidate material for long wavelength laser
systems""5 and high-efficiency multi-junction solar cells.%7 While light emitting diodes (LED) based on InGaAsN have not yet
been reported, this could be an ideal system to provide infrared wavelength LED’s. Lattice matching allows the design of opto-
electronic devices without the inherent problems found in strained systems. Of prime importance is the role of the nitrogen iso-
electronic atom: (1) What is the origin of the large bandgap reduction? (2) Are the states extended (band-like) or localized
(impurity-like)? (3) How is the nominally light GaAs conduction-band effective mass m_ = 0.067 affected by the addition of
nitrogen? For optimum device performance, a better understanding of the electronic properties of this type of alloy system is
required.
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810 and empirical”'14 theoretical treatments for this material system have concentrated on under-

standing the dependence of the bandgap energy on nitrogen composition. In the first part of this paper we review previously
reported15 pressure dependent photoluminescence (PL) data together with a first principles local density approximation (LDA)
calculation for the band structure and its pressure dependence. It will be shown that, while it is well known that bandgap ener-
gies calculated by the LDA method are not accurate, the predicted pressure dependence of the bandgap energy is in excellent
agreement with experiment. Similar observations have been reported for silicon.1® Because of this good agreement, the charac-
ter of the states is accurately described and we also have confidence that this technique could be useful for understanding the
properties of other low concentration alloy systems.

Both first-principles

In the second part of the paper, we present conduction-band effective mass determinations using different three different
experimental techniques: (1) Studying the bandgap energy dependence as a function of InGaAsN/GaAs quantum-well width.
(2) Photoreflectance measurements of the ground state and excited state energies of an InGaAsN/GaAs quantum well for vari-
ous quantum-well widths. (3) Magnetoluminescence measurements of the magnetic field dependence of the InGaAsN exciton
diamagnetic shift in bulk epilayers. Additionally, the pressure dependence of the conduction band-mass has also been mea-
sured using the magnetoluminescence method.

2. EXPERIMENTAL

‘The structures were grown in a vertical flow, high speed rotating disk, EMCORE GS/3200 metalorganic chemical vapor
deposition (MOCVD) reactor. The In,Ga; ,As, .yNy films were grown using trimethylindium (TMIn), trimethylgallium
(TMG), 100% arsine and dimethylhydrazine (DMHy). Dimethylhydrazine was used as the nitrogen source since it has a lower
disassociation temperature than ammonia and has a vapor pressure of approximately 110 torr at 18°C. Unintentionally doped
InGaAsN was p-type. InGaAsN films for Hall and optical measurements were grown on semi-insulating GaAs orientated 2°
off (100) towards <110>. Lattice matched (3a / a < 8 x10%) films were grown at 600°C and 60 torr using a V/III ratio of 97, a
DMHy/V ratio of 0.97 and a TMIN/III ratio of 0.12. The growth rate was 10A/s. These conditions resulted in films with an
indium mole fraction of 0.07 + 0.005 and a nitrogen mole fraction of 0.022 x 0.003. The composition was determined by cali-
bration growths of GaAsN and InGaAs along with double crystal x-ray diffraction measurements. The nitrogen composition of
bulk films was also confirmed from elastic recoil detection measurements. A significant increase in photoluminescence inten-
sity was observed from these films following a post-growth anneal. Ex-situ, post-growth anneals were carried out in a rapid
thermal anneal system under nitrogen using a sacrificial GaAs wafer in close proximity to the InGaAsN sample.

The photoluminescence intensity was a maximum for samples annealed either at 700°C for 2 minutes or at 650°C for 30
minutes. Similar results have been reported by Rao et.al.’” Transmission electron microscopy measurements indicate that the
samples are random and no evidence for clustering or phase separation was observed.!® The pressure was generated using a
small BeCu piston-cylinder diamond anvil cell, 8.75-mm-diameter and 12.5-mm-height. 19 Methanol, ethanol, and water in a
ratio of 16:3:1 was used for the pressure medium.2? The shift in the fluorescence of a small chip of ruby placed in the pressur-
ized volume was used to calibrate the pressure at 4K with an accuracy of +0.5 kbar 2! A single 600-pm-diameter optical fiber,
butted up against one of the diamonds, brought the 1 mW power 5145-nm-wavelength laser to the sample and also collected
the PL signal from the sample. A beam splitter system was used to direct the PL signal to an optical monochromator. Depend-
ing on the bandgap energy, two liquid-nitrogen-cooled detectors were used to detect the PL signal. For low pressure regimes,
where the bandgap energies were near or below 1 €V, a NORTH-COAST EO-817L Ge-detector was employed, while at higher
pressures, a standard CCD array was used.
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Figure 1 . Low temperature (4K) PL spectrum for an annealed Figure 2 . Experimental (dots) and theoretical (solid line) shift of the
InGaAsN sample with 2% N. The FWHM = 22.5 meV. bandgap energy on pressure at 4K for 2% N in InGaAsN.

Photoreflectance spectra were obtained for a variety of MOCVD InGaAsN/GaAs MQW structures. For these experiments,
the optical pump source was a blue LED having a 15 degree divergence angle and a peak emission wavelength of 470 nm
(Nichia Chemical Industries part number NSPB 300A.). The LED was driven by a square-wave current source operating at 15
mA and 325 Hz. The sample reflectance was measured using a 10 W tungsten-halogen lamp followed by a 0.25-m grating
monochromator in conjunction with an InGaAs photodiode detector and a lock-in amplifier.

3. DISCUSSION

A typical low temperature (4K) PL spectrum for 2% nitrogen in InGaAsN lattice matched to GaAs is shown in Fig. 1. As
can be seen, the 4-K bandgap energy is near 1150 meV, which is significantly less than the 4-K GaAs bandgap energy E; =
1515 meV. The full-width-half-maximum (FWHM) PL linewidth is about 22.5 meV. As mentioned above, the PL intensity
increased significantly with annealing. Other optical parameters, such as the FWHM and PL-peak energy appear to remain
unaffected by our annealing process. The pressure dependence of the bandgap energy shift data, as determined from by the PL-
peak energy, is shown in Fig. 2 as solid circles. The pressure data ranged between ambient and 110 kbar. The solid curve drawn
through the data is discussed in the following section, however, it should be noted here that similar studies for GaAs/AlGaAs
or InGaAs/GaAs quantum wells exhibit a I'-X crossing near 40 kbar. For pressures greater than 40 kbar, the X-point becomes
the conduction-band ground state and because of large non-radiative recombination paths at the X-point, the PL signal nor-
mally disappears.22 For the InGaAsN pressure data shown in Fig. 2, this is obviously not the case. Thus, to be able to under-
stand the behavior of the InGaAsN system, we need information about its band structure, which will be discussed in Sec 3.1.
Section 3.2 presents experimental measurements and estimates for 2% nitrogen InGaAsN alloy conduction-band effective
mass while Sec. 3.3 discusses the pressure dependence of the same conduction-band effective mass.

3.1 Band Structure of InGaAsN alloys

In order to model the band structure for the InGaAsN system, we used the Vienna Ab initio Simulation Package?>-26
(VASP) to perform first-principles electronic structure calculations based on the Kohn-Sham density functional theory with
plane wave basis sets, ultrasoft pseudopotentials,27 and the local density approximation for the exchange-correlation func-
tional. In construction of the pseudopotentials, the Ga 3d electrons were treated as valence electrons in order to accurately rep-
resent any effects of a near resonance with the nitrogen 2s level that has been observed in GaN.?8 We modeled the InGaAsN
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system in the experimentaily relevant concentration range using a series of supercells of the zincblende GaAs structure each
with a single arsenic replaced by a nitrogen. The lattice constants of the supercells were varied to simulate the effects of pres-
sure, and for each cell, the ionic positions were relaxed using first-principles forces until the residual forces were less than 20
meV/A. In all cases, we found that the nitrogen atom remained in the symmetric position during relaxation. In order to com-
pare to experimental data, which is taken as a function of pressure, an ab initio calculation of the system pressure was per-
formed. We have investigated supercells with the following stoichiometries: GazpAs3N, GagsAsgN, GajogAsigrN, and
GaypgAsyo7N. These cells correspond to nitrogen concentrations of 3.13, 1.56, 0.93 and 0.78%, with the nitrogen atoms
ordered in simple cubic, fcc, bee, and simple cubic lattices respectively. In contrast, the nitrogen atoms in the experimental sys-
tem are believed to be nearly randomly distributed.!® However, we found that calculated band structures of our supercells were
qualitatively similar despite their differing symmetries, indicating that the nitrogen atoms interact weakly with each other at
these low concentrations. Therefore, we believe that our artificially ordered supercells provide an adequate model of the near-
band-gap electronic structure of the disordered experimental system. Likewise, we have ignored the presence of In in the
experimental system (except for indirect effects due to the change in lattice constant, as will be discussed below). This is justi-
fied since experimental studies of InGaAs alloys indicate that the low concentration of indium found in the experimental
InGaAsN system has a small effect on the electronic propert:ies.e"4

Figure 3 shows a representative band structure for the 3.13% system. It should be noted that the band structure is plotted
with respect to the Brillouin zone of a 64-atom cell. Since the nitrogen substitution breaks the symmetry of the underlying
zincblende structure, there is no uniquely defined way to “unfold” the band structure into the Brillouin zone of the primitive 2-
atom zincblende unit cell. The high symmetry points of the primitive GaAs cell fold into the I'-point of the 64-atom cell, and
therefore in the presence of a real symmetry breaking term (such as produced by nitrogen substitution), we expect interaction
between the resulting levels. The valence band and the conduction band are indicated by the heavy solid line. The conduction
band is well separated from the other bands throughout most of the Brillouin zone, and it is quite dispersive with a bandwidth
more than 1 eV. Likewise, the bands above the conduction band show a substantial amount of dispersion, and there is no evi-
dence of a flat impurity-like band anywhere above the conduction band. The absence of a nitrogen derived impurity-like state
is supported by a decomposition of the wave-functions in terms of atomic-like orbitals, which shows that the conduction band
has about 5% of its weight on the nitrogen atom, which is by far the highest fraction of any of the bands above the gap. The
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calculated bandgap is only 0.12 eV, while the experimental bandgap is e B e o
of order 1 eV for this concentration of nitrogen. This large error in the
bandgap is a well known problem of the LDA. A central result of this
paper is that despite this large error in the absolute magnitude of the
bandgap, the change in bandgap with lattice constant is in excellent
agreement with experiment (see Fig.2).

Figure 2 compares experimental data to results of our theoretical

model. The agreement between theory and experiment is excellent. In
order to make a meaningful comparison, some nontrivial analysis of
the theoretical calculations is required. The basic principle of this
analysis is to treat the lattice constant and nitrogen concentration as
independent variables, while the bandgap and pressure are treated as (0N " N TS T MR
dependent variables. The dependent variables are then shifted to 0 50 100 1o 200
remove known LDA errors. In order to obtain results applicable to the PRESSURE (kbar)
2.0% experimental nitrogen concentration, the bandgap and the pres- Figure 4. Theoretical pressure dependence of the
sure are linearly interpolated between the results of 128-atom (1.56% conduction-band states near the bandgap energy minimum
N) and 64-atom (3.13% N) supercells for each lattice constant. Then, f::d “Z;:l:rzgx::;:;it:l :?1)1(1 edn::; CI;ZS u)l,tsa Zr:ugii flzli::
results obtained at the experimental lattice constant of GaAs are taken squares), and a triplet state (open triangles).

as the reference (assumed to correspond to the experimental zero of
pressure), and we plot the change in bandgap against the change in pressure. This procedure compensates for two well known

errors of the LDA: (1) The bandgap is severely underestimated, as discussed above. (2) The lattice constant is underestimated
by about 1%. The second error may seem to be insignificant compared to the errors in LDA results for some other quantities,
but it corresponds to about a 20 kbar error in pressure, which is significant on an experimental scale. Since the experimental
GaAs lattice constant is used, this procedure also helps to implicitly compensate for neglecting the In, which is added to the
experimental system to match the lattice constant to that of GaAs.

ENERGY (eV)

The approach described here could prove useful for similar systems. However, we believe that a reason for the success of
our approach is that, with the exception of the largest nitrogen concentration at the largest lattice constant, all of our model sys-
tems have a positive bandgap. Previous first-principles calculations for the GaAsN system8'1° have used high nitrogen concen-
trations in order to obtain smaller model systems, which are computationally less demanding. At these higher concentrations,
the LDA bandgap error is so severe that computed band structures do not have a bandgap. This artificial bandgap collapse
leads to unphysical occupations of the electronic states (i.e. conduction-band-like states are occupied, while valence-band-like
states are unoccupied), producing a significant error in the electronic charge density. In this regime of strongly negative LDA
bandgaps, we are not confident that our simple LDA-based approach to computing the pressure dependence of excited state
energies could be applied fruitfully.

A remarkable feature of Fig. 2 is the strongly non-linear dependence of the gap on the pressure. This is in marked contrast
to the parent GaAs material and provides additional evidence, beyond the large reduction in the bandgap, that a few percent of
nitrogen is producing remarkable changes in the material. In order to understand this nonlinearity, it is necessary to study addi-
tional bands above the conduction band. Figure 4 shows the theoretical pressure dependence of the I'-point energies of several
additional bands treated with the same analysis that was used for the conduction band in Fig. 2. Eight energy bands of the sys-



tem are shown, but these fall into five degenerate groups. The figure shows three singlet states (filled circles), a doublet (open
squares), and a triplet state (open triangles).

A common origin of nonlinear behavior of energy levels as a function of a parameter (such as pressure) is band repulsion.
Band repulsion results from the mixing (hybridization) of bands in the same representation of the crystal symmetry group in
such a way that level crossings are replaced with non-intersecting horizontal curves separated by a gap-like region. In Fig. 4,
the highest singlet on the left and the triplet on the upper right bend downward due to repulsion from higher energy bands that
have been omitted from the figure in order to improve its clarity. Whether the upper two singlets cross or repel at about 80 kbar
can not be determined from the limited number of points that we have calculated, but if they repel, the effect is not very strong.
We have chosen to show the bands as crossing in order to aid the eye in following their relationship with the doublet and the
triplet. These assignments were chosen by comparing our results for various nitrogen concentrations with results for pure
GaAs with the appropriately folded Brillouin zone. This comparison also allows useful, but non-rigorous, assignments of the
low energy GaAsN bands at the I'-point to special points of the primitive 2-atom GaAs Brillouin zone that are folded into the
I"-point. For the bands shown in Fig. 4, we propose the following assignments: (1) The bottom singlet corresponds to the I™-
point of the fundamental cell. (2) The second singlet on the left hand side (the third singlet on the right) plus the triplet corre-
spond to a split quartet formed from the 4 L-points (111),(111),(1 11 ), and (1711). (3) The remaining singlet
plus the doublet correspond to a split triplet consisting of the three X-points (100), (010), and (001). In regions of band repul-
sion, for example, the character of different bands becomes mixed, and thus these assignments should not be taken too literaily.
However, we feel that they provide useful labels and help in interpreting the data.

With one exception, all of the bands within a few eV of the gap are observed to regain the degeneracies of pure GaAs to
within of a few hundredths of an eV by the time our largest cell (0.78% N concentration) is reached. The exception is the L-
derived singlet, which remains split off from the triplet by about 0.1 eV. This suggests that this singlet may evolve into the
impurity state observed at very low nitrogen concentrations.2%® However, as mentioned above, this state does not act like an
impurity state at the technologically interesting concentrations around 2%. Furthermore, the L-derived singlet rises faster than
the conduction band throughout the studied pressure range, and we do not see the upward curvature that would be expected if
it was repelled by the conduction band. Therefore, we believe that repulsion between the L-derived singlet and the conduction
band contributes at most a2 small amount to the nonlinearity of the conduction band. In contrast, Fig. 4 demonstrates almost
textbook repulsion between the X-derived singlet and the conduction band at pressures over 100 kbar, and it is likely that this
repulsion continues to lower pressures, even though the effect is obscured by the additional repulsion between the X-derived
singlet and a higher state. Based on these observations, we propose that repulsion from the X-derived singlet is the chief cause
of the experimentally observed nonlinear dependence of the bandgap on pressure. Based on the above, we conclude that the
nonlinear dependence of the bandgap on pressure does not result from localized nitrogen states. Finally, we note that our
results are consistent with recent refiectance measurements which show some of the predicted higher energy states.31:32

3.2 Conduction-band mass for InGaAsN alloys

There are three convenient methods of using optical measurements for masses, and they are: (1) Study the change in lumi-
nescence energy in quantum well structures as a function of the quantum-well width. (2) Measure the quantum well energies
by photoreflectance measurements as a function of quantum-well width. (3) Measure exciton diamagnetic shifts as a function
of magnetic field. A fourth experimental method, low-temperature measurement of far-infrared cyclotron resonance from n-
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Figure 5. Luminescence energy versus quantum well Figure 6. Luminescence energy versus the square of the
width L for InGaAsN/GaAs single quantum wells at inverse quantum well width, ie., L for InGaAsN/GaAs
4K. The smooth curve drawn through the data is single quantum wells at 4K. The straight line fitted to the
provided an aid to the eye. data. yields an estimate for the conduction-band effective
mass m, ~ 0.2.

type samples was attempted, but because of the low transport mobility (~400 cm?/V-sec), we not able to observe any cyclotron
resonance. However, the question regarding the effect of on the conduction-band mass, if any, from adding a small amount of
nitrogen to GaAs will now be addressed.

A series of nominally 2% nitrogen InGaAsN/GaAs quantum wells were grown as previously described in Sec. 2. The
widths were estimated from growth rate calibrations. The PL measurements were made at 4K and the resulting dependence of
the bandgap energy on the quantum-well width is shown in Fig. 5. The quantum well widths varied between 50 and 200 A, and
as can be seen in Fig. 5, the luminescence energy increases with decreasing quantum well width, the anticipated result. We are
interested in comparing the InGaAsN and GaAs masses and thus for purposes of this paper, we will analyze the quantum well
data in a simple manner assuming infinite barrier heights. Because all of the mass measurements presented here are only to
serve as an illustration of the effect of nitrogen in GaAs, we feel that these simple assumptions are warranted. With the infinite
barrier approximation, the luminescence energy is given by

E(n)= n2 h2n2 _ 37600 LinA), 1)

Slma2 - m*L2 ’

where n = 1, 2, ... is the quantum number of the state, m" is the conduction-band effective mass, and L is the quantum well
width. Also assumed here is that the InGaAsN/GaAs quantum-well valence-band effective mass is much heavier than the con-
duction-band mass, and hence the conduction-band mass and not the reduced mass as expressed in Eq. 1. Because the valence-
band offset between 2% nitrogen in InGaAsN and GaAs is believed to be small and only due to the offset from the 7% indium
content, > it is reasonable to assume that quantum confinement has not caused a large splitting between the “pinned” heavy-
hole and light-hole valence bands, thereby leading to a “heavy” valence-band mass. Figure 6 shows the dependence of the
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Figure 7. Photoreflectance spectra for four InGaAsN/GaAs quantum well structures. The quantum-well widths are indi-
cated in the figure. The solid lines are “fitted” theoretical photoreflectance line shapes to the data. The vertical lines are the
critical point energies (i.e., quantum well energies) for each spectrum as calculated by the theoretical line shape fit. As an
aid to the eye, the spectra have been offset from each other.

luminescence energy as a function of L2 for the data shown in Fig. 5, and as can be seen, a straight line can be drawn through
the data. From the slope of the line shown in Fig. 6 and with n =1 in Eq. 1, we derive m,, ~ 0.2. Possible sources of error in this
analysis are the experimental quantum-well widths which are difficult to monitor or control during growth. However, the con-
duction-band effective mass for GaAs is 0.067 and thus, as in the case of the bandgap energy, we see that the addition of a
small amount of nitrogen to GaAs has caused large changes to the 2% nitrogen InGaAsN conduction-band mass.

As mentioned earlier, we have also performed room temperature photoreflectance measurements on the similar structures
to those used for the luminescence energy versus quantum-well-width studies. Figure 7 shows photoreflectance spectra for 50,
80, 100 and 200-A-wide quantum wells. The solid lines are “fitted” theoretical photoreflectance line shapes to the data. The
vertical lines are the critical point energies (i.e., quantum well energies) for each spectrum as calculated by the theoretical line
shape fit. The difference energy 8E from the quantum well states shown in Fig. 7, as vertical lines, gives 8E ~ 120 meV. We
again make the assumption that this energy difference is due entirely to the conduction-band states. With infinite barrier
heights, we can arrive at a qualitative estimate for the conduction-band mass from Eq. 1, with the result m, ~ 0.14, a mass
twice as large as that found for GaAs! However, the two measurements of mass are in reasonable agreement with each other
and both lead to the conclusion that the conduction-band mass in InGaAsN is two to three times heavier than found for GaAs.
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The last experimental method for an optical determi-
nation of the conduction-band mass involves measure- % 20 -
ments of the exciton diamagnetic shift as a function of g m, = 0'067:
magnetic field for 2% nitrogen InGaAsN alloys lattice lu—_ 15 /_'
matched to GaAs. The magnetoexciton diamagnetic shift T P = AMBIENT 0.70 i
dependence on magnetic field for ambient pressure is 8 y:
shown as closed circles in Fig. 8. The diamagnetic shifts = 10 .01 54_
for varying InGaAsN conduction-band mass m, between E °® e 0.20 4
0.067 and 0.5 are also indicated in the figure. The theoreti- g:') 5 A ® 0.30
cal diamagnetic shifts were calculated by the variational p (J 0.50 7
approach as described by Greene and Bajaj.33'34 For the < 2 .
diamagnetic shift calculation presented here, we adapted = 0 lopfi=t"
our quantum-well computer codes which were used to 0 5 10 156 20 25 30
quantify the diamagnetic shift studies in (411)A-oriented MAGNETIC FIELD (tesla)

GaAs/AlGaAs quantum wells. We account for the 3D

(bulk) excitons in InGaAsN by setting the InGaAsN quan- Figure8. Ambient-pressure exciton diamagnetic shift

as a function of magnetic field at 2K for 2% nitrogen

tum-well width to greater than 200 nm. The trial wave- InGaAsN alloy. The closed circles are the experimen-
functions for the exciton center-of-mass coordinate system tal points. The curves, labeled m, = 0.067 to 0.50, are
are expressed in terms of a Gaussian basis set with the calculated diamagnetic shifts as a function of mass.

The estimated ambient pressure InGaAsN conduction-

tic fiel icular t th direction, i.e., . :
magnetic field perpendicular to the growth direction, 1.e band effective mass m,, is about 0.13.

the exciton orbits are in the plane of a 200-nm-wide

InGaAsN/GaAs quantum well. The exciton binding ener-
gies are calculated for finite values of the height of the 7% indium InGaAsN-GaAs potential barrier. The envelope function

method is also employed to account for the finite quantum-well width and height. Besides the low temperature bulk GaAs
bandgap energy, the magnetic field strength, and the quantum-well width, some of the relevant physical parameters include:
(1) Conduction and valence-band offsets between InGaAsN quantum well and the GaAs barriers. (2) The Luttinger parameters
¥, and ¥, for both the InGaAsN quantum well and GaAs barriers. (3) Conduction and valence-band mass values for the
InGaAsN quantum well and GaAs barrier. (4) Low frequency dielectric constants g, for the quantum well and barrier materi-
als. For these calculations, GaAs values for all parameters except the conduction-band mass were used not only for the GaAs
barrier, but also for the InGaAsN quantum well. For the present stage of understanding the electronic properties of InGaAsN
alloys, these assumptions are reasonable. As can be seen in Fig. 8, a best fit diamagnetic shift dependence on magnetic field
occurs for an InGaAsN conduction-band effective mass m, = 0.13, which is in excellent agreement with the two previous opti-
cal determinations presented in this paper of the energy versus quantum-well width studies which gave m_ = 0.2 and the anal-
ysis of the quantum-well states of the photoreflectance data which yielded m, = 0.14.

3.3 Pressure dependence of the InGaAsN conduction-band effective mass

As mentioned in the experimental section, pressure dependent magnetoluminescence measurements were performed in
the pressure range of ambient to 110 kbar and magnetic fields up to 30 tesla. The diamagnetic shift data can be readily ana-
lyzed for pressures less than 40 kbar. For higher pressures, the accuracy of the technique fails because of linewidth broadening
by the non-hydrostatic component of the pressure medium and also because of an large increase of the conduction-band mass
as discussed below. Also, other broadening mechanisms include possible differences to the GaAs elastic constants with the
addition of 2% nitrogen. If the elastic constant differences between GaAs and InGaAsN are significant, the application of pres-
sure (including hydrostatic pressure) will lead to anisotropic strain in the InGaAsN epilayer and hence large PL linewidths.
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Figure9. Exciton diamagnetic shift as a function of mag- Figure 10. The 2-K pressure dependence of the conduc-
netic field and 38 kbar at 2K for the 2% nitrogen InGaAsN tion-band mass between ambient pressure and 40 kbar for
alioy. The closed circles are the experimental points. The the 2% nitrogen InGaAsN sample. The smooth curve
curves, m; = 0.067 to 0.50, are theoretical diamagnetic drawn through the data provides an aid to the eye.

shifts as a function of mass. The estimated InGaAsN con-
duction-band effective mass at 38 kbar is m. ~ 0.2.

Figure 9 shows the magnetic field dependence of the exciton diamagnetic shift at 38 kbar and T = 2K. As is the case with
Fig 8, the filled circles are the data points and the curves are calculated shifts as a function of mass. It is apparent from the fig-
ure that the conduction-band effective mass is nearly 0.2 in contrast to the m, = 0.13 found from the ambient pressure data.
This large increase to the mass for 2% nitrogen in GaAs is surprising. Recently, we have reported36 mass measurements as a
function of pressure in Ing ;Gag gAs/GaAs strained-single-quantum wells and, found that the conduction-band mass ranged
from ~0.07 to ~0.085 for pressures between ambient and 36 kbar in a linear manner. This result for InGaAs/GaAs agrees with
. expectations36 based on simple k%p theory. The large variation and nonlinear behavior of the conduction-band mass for
InGaAsN may not be that surprising in light of all of the other mysteries associated with substituting nitrogen for arsenic in
GaAs. Figure 10 shows the variation of the effective mass for pressures between ambient and 38 kbar. The smooth curve pro-
vides an aid to the eye.

Because of our success in using the LDA calculation to quantify the change in the bandgap energy with pressure (Fig. 2),
we performed preliminary LDA calculations for the pressure dependence of the conduction-band mass. But to date, our results
are inconclusive and hence will not be discussed here. We can, however, make some qualitative statements by examining the
LDA results shown in Fig. 4. As discussed earlier, the band repulsion between the I-like and X-like bands at high pressure
indicate that strong I'-X mixing is occurring. Because the mass of the six-fold degenerate X-point in GaAs is heavy (my, = 1.2
& my) = 0.27), we expect that the I'-X mixing will cause a corresponding increase to the I'-like conduction-band mass by the
heavy X-like mass. Part of the LDA mass calculation will require information about the X-like as well as the L-like masses. In
the future, an obvious goal of our LDA calculations will be to replicate the curve shown in Fig. 10.

.
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4. CONCLUSIONS
We have shown that while the first principles LDA calculation for the band structure of InGaAsN yields incorrect values
for the bandgap energy, the predicted change in bandgap energy with pressure is in excellent agreement with experiment. Both
experiment and calculations show that the lack of crossing of the I'-like and X-like conduction bands is due to I'-X mixing.
The conduction-band effective mass was measured by three techniques with the result for 2% InGaAsN, lattice matched to
GaAs, being that the ambient pressure conduction-band effective mass m; = 0.15. The pressure dependence of the conduction-
band mass is nonlinear and large. The current challenge of the LDA calculation is to account for this behavior.
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ABSTRACT

We have used time-resolved photoluminescence (PL) to examine light-emitting diodes (LEDs) made of InGaN/GaN multiple
quantum wells (MQWs) before the final stages of processing. The time-resolved photoluminescence from a dim MQW was
quenched by nonradiative recombination centers. The PL kinetics from a bright MQW were not single exponential but
stretched exponential, with the stretch parameter B =0.59 + 0.05. The emission lifetime varied with energy, within error f
was independent of the emission energy. The stretched exponential kinetics are consistent with significant disorder in the
material. Related results for an InGaN film and InGaN/GaN MQWs are also reported. We attribute the disorder to
fluctuations of the local indium concentration.

Keywords: light-emitting diode, time-resolved photoluminescence, disorder,

1. INTRODUCTION

Recently there has been world-wide interest in the use of nitride semiconductors (eg. GaN, InN, and AIN) for opto-electronic
devices such as lasers and light-emitting diodes (LEDs). The large changes in physical properties such as band gap, crystal
structure, phonon energy, and electronegativity difference between GaN and GaAs, demonstrate that nitride semiconductors

are fundamentally distinct from traditional ITI-V semiconductors. In spite of the impressive progress made in recent years1
the development of LEDs and lasers, significant work needs to be done in terms of the optimization of device performance.
In order to achieve this goal, the physics underlying the operation of these devices must be better understood. Furthermore,
new diagnostic techniques for the characterization of materials and devices will greatly aid in the long-term
commercialization of this technology.

in

it has been recognized that under typical growth conditions there is a positive enthalpy for indium mixing in GaN. 2
Electron microscopy and cathodoluminescence of InGaN has demonstrated the existence of nanometer and micron scale

regions of high indium concentration. 3-6 The regions of high indium concentration have a lower band gap than the bulk
In,Ga,.,N; therefore, either excitons or carriers are expected to spatially localize in these low energy regions on very fast time

scales. It has been hypothesized that the nanoscale regions of high indium concentration are critical to LED operation. 7.8
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Recently time-resolved photoluminescence (TRPL) has been used to examine nitride semiconductor multiple quantum wells
(MQWs) InGaN films at room temperature. 9-12 We present results of time-resolved PL. measurements on LED wafers

based on InGaN/GaN MQWs. !> We have found dramatic differences in the time-resolved kinetics between bright and dim
devices. Furthermore, the experimental results strongly support the hypothesis that indium phase segregation is present in the
bright LEDs. These results suggest that TRPL could be used as an on-line diagnostic for the pre-screening of InGaN LEDs,

2. EXPERIMENTAL

The laser used was an amplified and doubled Ti-sapphire laser from Coherent Corporation operating at 250 kHz. The time-
resolved photoluminescence (PL) measurements were performed with a Hamamatsu streak camera model C5680. The
excitation pulse was at 400 nm (3.10 eV). The excitation power was adjusted by using calibrated neutral density filters. The
scattered laser light was filtered with a 420 nm band pass filter. The typical response time was 60 picoseconds and was
determined by electrical jitter in the triggering electronics. The laser power used was 1.6 mW, 2.56 pl/em?,

The In,Ga,..N/GaN light emitting diode structure were grown by metal organic chemical vapor deposition. 8 The average
indium mole fraction was about 11 %, as determined by photoluminescence using the strain corrected x-ray measurements of

Amano. !4 The whole structure was on c-plane sapphire with 3 microns of unintentionally doped (n-type 5x10'%/cm®) GaN
as a substrate. The LED:s consists of five layers of Ing ;Gag gsN 35 A thick and four layers of GaN each 45 A thick. The two
LEDs studied, Sample 1 and Sample 2, were grown under slightly different conditions, leading to large changes in

brightness.8 After final processing, the electroluminescence from Sample 2 was four times brighter than Sample 1, 400

uWatts versus 100 pWatts. The output power was measured at 20 mA and a forward voltage of about 4 volts.8 The PL
maximum of Sample 1 was 425 nm (2.92 eV) and Sample 2 was 440 nm (2.82 eV).

3. RESULTS AND DISCUSSION

3.1 Light-Emitting Diodes

Previous studies have demonstrated that bulk Ing ;Gag soN has a band gap of about 2.95 eV (420 nm). 14 This is well below
the excitation energy used in our experiments. However, the band gap of the GaN or GaN layers is well above the 3.10 eV
excitation photons; therefore we are selectively exciting the Iny;;GaggoN layers. The use of a selective excitation allows for
the neglect of carrier diffusion between the GaN barrier layers and the InGaN, this greatly simplifies the analysis of the
problem.
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FIG. 1. TRPL from a dim light-emitting diode, Sample 1, at four different wavelengths 430, 450, 470, and 490 nm.
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Time-resolved PL data for Sample 1 are shown in Fig. 1. The lifetime of the emission is quite short, 110 + 20 picoseconds at
440 nm, and the kinetics are not obviously dependent upon wavelength. This lifetime is short compared to other MQWs we
have examined under similar conditions. The lifetime of Sample 1 is most likely quenched by non-radiative recombination
centers. Time-resolved PL data for Sample 2 is shown in Fig. 2. The kinetics are clearly very wavelength dependent, highly
non-exponential, and are clearly on the nanosecond time scale.
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FIG. 2. TRPL from a bright light-emitting diode, Sample 2. The kinetics are highly non-exponential and dependent upon the
emission wavelength. Note the time scale change from Fig. 1.

The PL kinetics of Sample 2, the bright LED, can be well-described by a stretched exponential, equation one,

1(t) = Ip exp(-(t/t)?)
(1)

where B is between 0 and 1 and I(t) is the PL intensity as a function of time. Stretched exponentials have been used to
describe the dynamics of heavily disordered systems for over 100 years. 15 The first observation of stretched exponential

photoluminescence decay in a disordered semiconductor was made by Chen et al. 16 The TRPL from porous silicon is also
well described by a stretched exponential. The underlying physical mechanisms of the porous silicon TRPL are a

combination of topological disorder and a distribution of traps with different energies. 17.18 Nanoscale fluctuations in the
indium concentration can produce both forms of disorder in InGaN. It is interesting to note that simulations of porous silicon
demonstrate that PL from excitons and not uncorrelated electrons and holes yields the characteristic stretched exponential

decays. 19

B can be independently determined from T by plotting the double logarithm of the signal versus the In of the time, Fig. 3.
The deviation of the data from equation one at early times is due to the undefined slope of equation one at t=0. A small but
clear curvature from stretched exponential behavior is seen at all wavelengths, Fig. 3. Similar deviations from stretched
exponential behavior have been recently predicted using a theory for donor-acceptor recombination that includes energetic

disorder.20



In(In(I(0)/i())

In(time)

FIG. 3. The experimental value for B and t can be determined by plotting the In(In(I(0)/I(t)) versus log time. The emission
wavelength was 450 nm ( 2.76 eV).

In Fig. 4 we plot B and 7 versus the emission wavelength. = 0.59 + 0.05 and within error is independent of emission
wavelength. The stretched exponential lifetime varies from 500 picoseconds at 420 nm (2.95 eV) to 3000 ps at 500 nm (2.48
eV). The stretched exponential lifetime for the LED was found to vary exponentially with energy.
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FIG. 4. Analysis of the TRPL from Sample 2. The stretched exponential lifetime is observed to dramatically increase as the emission
wavelength is varied from 420 and 500 nm. The average experimental value for the stretch parameter B = 0.59 + 0.05, which is within error
independent of energy. The time averaged PL spectra is shown on the bottom.

67




68

Typically the PL lifetime lengthens with increasing emission wavelength. Fermi’s golden rule states that the rate of the
transition is proportional to the density of states. Therefore the observed wavelength dependent kinetics can be attributed to
increases in the density of states, as the transition energy approaches the band gap energy. We note that the PL maxima from

other MQWs 10,11 5 ot higher energy with respect to our results, this may be due to increased indium concentration

fluctuations in our samples. The possible role of tunneling, suggested by the energy dependence of 1, is the subject of further
investigation.

The importance of piezoelectric fields on the optical properties of Ing 11Gag soN has recently been pointed out.?‘1 The
piezoelectric field strength in InGa, (N is almost ten times larger than what is observed in less polar semiconductors, such as
InGaAs. Intense piezoelectric fields can also explain some of the effects attributed to indium phase segregation, such as the
blue shifting of the PL at high carrier concentrations. However studies have shown that at high pulsed laser powers, as in our

experiments, the carrier concentration is sufficiently high that the piezoelectric fields are screened.2! At long times the
carrier concentration will have sufficiently reduced that the screening will be incomplete. This is the subject of further
investigation.

3.2 InGaN Film

We have also investigated InGaN ﬁlms22 and multiple quantum wells using time-resolved photoluminescence. We have
found that the kinetics of the photoluminescence decays are well described by stretched exponential decays under a wide
variety of conditions. Typical results for a high quality 300 A thick InGaN film are shown in Fig. 5 and Fig. 6.

10°
3
10°
& 400 45 500 55:[ e;oo
nm|
10°+
10' - . « ,

450 500 550 600
Afnm]

Fig. 5 The time-averaged PL spectra of the Ing22Gag 75N film at room temperature measured with 3.10 eV (400 nm) femtosecond pulses.

Note the y-axis is a log scale and the clear appearance of tail in PL spectra for wavelengths longer than 475 nm. The low energy tail is due

to the emission of localized states most likely associated with the In phase segregation. The high energy side of the PL is cutoff by a long
pass filter at 420 nm (2.95 V). Insert: same spectra on a linear scale.
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Fig. 6. The stretching parameter B plotted as a function of emission wavelength for both room temperature and 90 K.
Same sample as Fig. 5.

The stretching parameter, B, is plotted for different emission energies for both room temperature (squares) and 90 K (circles).
At the peak of the photoluminescence, B is near one at room temperature; however, as the sample temperature is lowered B is
significantly reduced. Experimental data taken in between the two temperatures is in between the two curves. The lowering
of beta with temperature is consistent with energetic disorder in the film. At room temperature, there is sufficient thermal
energy for the excited state to migrate between different indium sites with different decay rates, thus averaging out the
distribution and increasing B. However at lower temperatures this is not the case and the excited state can be trapped in a
broad distribution of regions of relatively high indium concentration and different decay rates. Our temperature dependent
measurements suggests that the bandedge fluctuations in InGaN are of the order of 25 meV. If the band edge fluctuations
due to indium phase segregation were much larger, then B would not be almost one at room temperature.

The time-averaged and time-resolved photoluminescence data on the InGaN film support the existence of low energy tail
states. In Fig. 5, these appear as a change in the slope of the PL spectra at wavelengths longer than 470 nm. Analogously,
the stretching parameter B is observed to be lower in the same spectral region for both room and low temperatures, Fig 6. We
attribute the low energy tail states to regions of high local indium concentration inside the film. The size of these regions is
most likely characterized by a very broad distribution. Such as distribution is the likely origin of the very broad distribution
in rates typical of low values of the B, the stretching parameter. Furthermore, the regions of high indium concentration,
which are the microscopic origin of the low energy tail states, are expected to be separated by large distances. Over large
distances any migration of the excited state is likely to minimized, this will also contribute to a small value for the stretching
parameter.

3.3 InGaN/GaN Multiple Quantum Wells
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Fig. 7 Analysis of time-resolved photoluminescence data from a heavily segregated multiple quantum well.
The indium mole fraction was 0.11; however, the PL. maxima occurs at 480 nm (2.58 eV).

Results for a heavily phase segregated multiple quantum well are shown in Fig 7. Again over the entire measured spectral
region, the time-resolved photoluminescence decays are clearly stretched exponential. Note that the time constant shown on
the top of Fig. 7 is not the single exponential lifetime, but the parameter in equation one. We have observed the general trend
that B is maximum at the PL emission maxima and decreases at both higher and lower energies. Similar trends have been

calculated in models of porous silicon. 23 This energy dependence of the stretching parameter can be directly attributed to
the migration of the excited state to local energy minima.

Theoretical models for stretched exponential behavior include either energetic or topological (e.g. structural) disorder. 15
Because In,Ga, N has a lower band gap than GaN, fluctuations in the local indium concentration can produce both energetic

and topological disorder. In analogy to studies of porous silicon 17’18, we hypothesize that the energy independence of f at
room temperature, Fig. 4, is consistent with topological disorder. In this case, the stretched exponential kinetics may be due
to the hopping of localized excitons. High pressure PL measurements on LEDs from Nichia clearly confirm that the emission

originates from localized states. 24 Furthermore, there is some experimental evidence from structural measurements that

indium concentration fluctuations occur on a variety of distance scales and are possibly fractal. 3,25 Therefore we conclude
that the microscopic origin of the disorder causing the stretched exponential kinetics is indium phase segregration and the
associated spatial fluctuations of the local indium concentration. The microscopic nature of the quantum dots and their
connectivity should have a large effect on the exited state dynamics and thus LED operation.



4. SUMMARY

In summary we have used TRPL to examine wafers of InGaN LEDs before the final stages of processing. We have found
that in the bright LED, PL lifetimes at room temperature were on the nanosecond timescale. The PL kinetics were strongly
dependent upon the emission wavelength and were well described by a stretched exponential. Both observations are strong
experimental evidence for the importance of disorder in actual light-emitting-diodes. We hypothesize that topological
disorder associated with the indium concentration fluctuations is critical for the room temperature operation of InGaN LEDs.
We also report evidence for the importance of indium alloy fluctuations on the photoluminescence decay kinetics in both
InGaN films and multiple quantum wells. It is clear that small changes in the growth conditions can greatly effect the indium
alloy fluctuations, our experiment results indicate that such changes greatly alter the excited state dynamics in InGaN
systems. Further investigation in this direction is underway.
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ABSTRACT

Generalized variable angle spectroscopic ellipsometry (VASE) and Raman scattering have been employed to study the optical
anisotropy of GaN/Sapphire structures. The GaN films were grown by hydride vapor phase epitaxy (HVPE) and molecular

beam epitaxy (MBE) on both m-plane and c-plane sapphire (0-Al,O3) substrates, respectively. Anisotropic optical phonon
structure of sapphire have been measured, based on which the optical axis of sapphire substrate has been determined. A 541
em™ TO phonon of GaN grown on m-plane sapphire substrate has been discovered experimentally which is due the coupling
of Ay and E; TOs. Optical axis orientation of GaN film on m-sapphire has been fully determined by the anisotropic angular
dependence of the coupled TO phonon. Off-diagonal elements Apg and Agpt of transmission VASE (TVASE) are very
sensitive parameters related to the optical anisotropy. The optical axis orientation of GaN on m-sapphire has also been

accurately determined by TVASE at two special sample positions. The optical anisotropy due to GaN film and sapphire
substrate has been successfully separated at 90° sample position allowing to study the optical anisotropy of GaN film only.

Keywords: GaN, sapphire, Raman scattering, generalized ellipsometry, optical anisotropy

2. INTRODUCTION

The wide band gap semiconductor GaN and related materials, with their excellent thermal conductivity, large
breakdown field, and resistance to chemical attack, have a very promising application potential for both high temperature

electronic devices and short wave-length optical emitters."* The recent development of high-brightness, blue and green light

emitting diodes (LEDs),3 " room temperature pulsed4' and continuous-wave (CW)S‘ quantum well lasers has greatly encourage
researchers to continue the work on these materials. Most of the GaN films were grown on c-plane sapphire substrates, and
they usually have wurtzite crystal structure (-GaN), which is anisotropic (uniaxial). Several valuable optical property

studies have been carried out on the GaN/c-sapphire structure by both Raman® and ellipsometry7'. However, there are not
much data available about the optical anisotropy of GaN possibly due to the shortage of GaN samples grown on sapphire
substrates other than c-plane orientations. For GaN/c-sapphire case, it is difficult to study the optical anisotropy of GaN film
since the polarization of most of the probe light-wave is perpendicular to the optical axis <¢>. For GaN grown on m-plane
sapphire, on the other hand, its optical axis <c> is certain degree away from the surface normal as pointing out by Matsuoka
et als', which provides the possibilities for the optical anisotropy study. It was found that the crystal orientation relation
between GaN and m-plane sapphire is (0113) / (0110) as the interface plane, and [0332] /[2110] as the in-plane orientation
preference. Most importantly, it was concluded that GaN grown on m-plane sapphire has a smoother surface, lower
background carrier concentration and stronger PL intensity which indicate that GaN grown on m-plane is superior than on ¢

plane sapphire substrates.. In this work, based on our previous optical anisotropy study of sapphireg', a GaN/m-sapphire

" Correspondence: H. Walter Yao, Email: wyao@Sandia.gov, or hyaol @unl.edu; telephone: 925-294-2169; Fax: 925-294-
1489
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sample grown by HVPE has been studied by Raman scattering and generalized ellipsometry. The optical axis orientation of
GaN film grown on m-plane sapphire has been fully determined by both anisotropic coupled TO phonon and the off-diagonal
elements of transmission Jones matrix.

3. Theory

2.1 Raman Scattering

It is well known that sapphire and GaN are all optically anisotropic (uniaxial) materials due to their thombohedral and
wurtzite crystal structures. Group theoretical analysis shows that the irreducible representation for the optical modes of

sapphire is!?

T'=A1g+2A1y +3A2g +5Eg +4Ey, o
and the irreducible representation for the acoustical modes is Agy + Ey. Since the unit cell has center-of-inversion symmetry,
all vibrations that are Raman allowed are infrared forbidden and vice versa. More specifically, two A, modes and five E,

modes are Raman active only, while two A, modes and four E, modes are infrared active only. The Aj, and Ay vibrations
are nejther infrared nor Raman active.

The irreducible representation of Wurtize GaN optical phonons is:!t

T = Aq(z)+ 2By +Eq(x,y)+2E;, V3]
for phonon propagating along or perpendicular to the optical axis <c>. Where X, y, z in parentheses repent the directions of
phonon polarization. The A| and E; modes are both Raman and infrared active, two E; modes are only Raman active, and

B; modes are both Raman and IR silent. Using selection rules of the anisotropic phonon structures of sapphire and GaN, the
optical orientation can be quickly determined.

2.2 Generalized Ellipsometry

The variable angle spectroscopic ellipsometry is designed to accurately determine the values of two standard ellipsometry
parameters W and A , which are related to the complex ratio of reflection (or transmission) coefficients for light polarized
parallel (p) and perpendicular (s) to the plane of incidence.'* For isotropic material systems,

R .
p==E=tan(y)e®. ®
S

The electric-field reflection coefficient at an incident angle of ¢ is defined as 1, (rs) for p (s)- polarized light. They are the
diagonal elements of Jones matrix,

, O
msample = [ g rs]. @)

The y and A are not only dependent on material dielectric responses, also on the surface condition, sample structure, and
other properties such as the optical anisotropy.

For the anisotropic material system, the non-diagonal elements of Jones matrix are not necessary to be zero. In the

transmission VASE configuration,
t t
_j PP 'SP
[]]sample - [tps tss]. ®)
By using the same approach with considerably more algebra involved, we can still predict the y and A values, but the

Fourier coefficients related to y and A become more complicated.13 * The generalized ellipsometric parameters are defined as
below:

t iA
AnEt = ——tpp =tanypge NE, ©)
SS
tos iA
Apst = 't'P— =tanypse P, ™
PP



ts iA
Agpt = -t_:sl =tanygpe P, @®)

where the Apg and Agy describe how much amount p- or s-polarized light becomes s- or p-polarized light after the
transmission, respectively. If the optical axis is strictly either perpendicular (perfect c-plane situation) or parallel to the
electric field of the incident beam, the Jones matrix is diagonal. While it may not true for GaN films grown on non c-plane
sapphire substrates, such as m-plane sapphire substrates since the optical axis of both GaN and sapphire may form an angle
respect to the incident polarization so that the off-diagonal elements of Jones matrix may not vanish. The off-diagonal

elements Apg and Ay are dependent on sample position, angle of incidence, which can be used to determine the optical axis
orientation of crystals. Generalized ellipsometry was first introduced by Azzam and Bashara!* The recent developments

makes this technique more complete and powerful.ls" % na word, the Generalized ellipsometry is a technique which can be

used to determined all the elements of Jones matrix of arbitrarily anisotropic and homogeneous layered systems with
nonscalar dielectric susceptibilities.

3. Experiments

The Raman spectra were taken at room temperature with a SPEX 1877E triple spectrometer equipped with a liquid-nitrogen
cooled CCD camera. The excitation light source was an Ar+ laser operating at 488 nm with the output power kept at 150
mW. A back scattering geometry was employed for all the Raman measurements.

The GaN films used in this work were grown by both HVPE and MBE on m-plane and c-plane sapphire substrates. The
backside of the substrate was polished so that the transmission type VASE measurements could be made. The TVASE
optical measurements of anisotropic mode were performed in the energy range of 0.75eV to 4eV with a 0.03eV increment at
room temperature since the sample is opaque above the GaN band gap 3.4eV. A rotational sample stage allowed us to take
the data from different sample positions marked by the angle between the optical axis <¢> and the x-axis of the lab
coordinates. Multiple angles of incidence from -30° to +30° were used in order to see the angular dependence of the optical
anisotropy of the GaN/m-sapphire sample.

4. Results and discussion
4.1. Optical phonons of sapphire and GaN

Raman scattering is a nondestructive technique used to detect the lattice vibration modes related with crystal orientation and
symmetry. A series of Raman scattering measurements have been carried out on c-plane and a-plane sapphire samples. The
spectrum of Raman scattering on a c-plane sapphire at back-scattering geometry Z(Y,Y +X)Zare shown in Fig. 1(a). A
similar Raman phonon spectrum shown in Fig. 1(b) was obtained from an a-plane sapphire with its optical axis perpendicular
to the polarization of the incident laser beam. While a different spectrum shown in Fig. 1(c) was obtained from the same a-
plane sapphire with the optical axis parallel to the polarization. Only two TOs appeared for this configuration, and the 645

em’! (LO, Ayg) is a new phonon which is forbidden in both Fig 1(a) and Fig 1(b) configurations. This indicates that the

645 cm’™ (LO) mode is allowed or forbidden when the optical axis of the a-plane sample is parallel or perpendicular to the
polarization of the Raman probe, respectively.

Optical phonons of GaN films grown on c- and m-plane sapphire substrates are shown in Fig. 2. The dash line refers to the
GaN on c-plane sapphire, a E; and a A; LO phonon are observed at 569 cm” and 734 cm’l, respectively. They are
consistent with reported values.!”" The solid line represents GaN grown on m-plane sapphire substrate. Except the E, and
E; TOs, a new 541 cm™! appeared in the spectrum, which was never reported as the experimental result. Notice that this
phonon is not any of the standard zone center phonons propagating along or perpendicular to the optical axis <e>. Mt

According to Loudon’s theory,ls' this one belongs to a coupled mode of two TO phonons (A; TO and E; TO) when the
angle 8 between phonon propagation direction <g> and the optical axis <c> is in between of 0° and 90°. For non-zero 6
values, the coupled modes satisfy the followings:

©%(TO1) = 0*(A1(TO))sin? 0+ (E; (TO))cos2 8 ©)
©%(TO,) = 0? (E1(TO)) (10)

s
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Fig. 1. Optical phonons of sapphire. (a) c-plane; (b) a-plane, <c>, L E;; (¢) a-plane, <c¢>, || E;.

where the TO is the new coupled TO phonon with a strong © angular dependence, and the ©(TOy) is same as &(E; TO).
Applying equation (9) to the measured 541 cm’”! coupled TO phonon mode, the related angle 8 is about 58°.

In the back scattering geometry, the phonon wave vector <q> is perpendicular to the sample surface. In order to located the
orientation of <¢> of GaN (<c>g), the reference direction <¢> of sapphire (<c>;) has to be determined first. Based on the
analysis of Fig. 1, we can use the 645 em’! LO phonon of sapphire to find the <¢>g position. As shown in Fig. 3, The 645
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Fig. 2. Optical phonons of GaN films. Dash line is for GaN on c-plane sapphire; solid line is for GaN on m-plane sapphire. 541 cm’
is the coupled TO phonon of A, and E; TOs.

cm’ LO of sapphire is forbidden when <c>; perpendicular to the polarization (dash line), and it is allowed as <c> parallel to
the polarization (solid line). Therefore a reference plane can be formed by <q> and <c>, which is perpendicular to the

sample surface. The task now is to determine where the <c>g locates at, either in the reference plane or in the plane which is
perpendicular to both sample surface and the reference plane, or in some intermediate plane. This problem can be solved by

tilting the sample to change the angle 6. If <c>g is in the reference plane, by rotating the sample about the x-axis which is
perpendicular to the reference plane will result in a maximum angle © change, which should create a different coupled TO
phonon according to the equation (9). But the coupled TO frequency will keep unchanged when rotate the sample about the
<c>s. In fact, this is the case for the GaN/m-sapphire sample we have, as shown in Fig. 4 (a). The solid line refers to the

Raman data of the untilted sample case, which has the coupled TO at 541 cm’™l. The other dash lines refer to the -20°, -30°,
20°, and 30° tilted sample cases, which show that the coupled TO phonon moves either to higher or lower wave number
indicating the angle 0 is changed correspondingly with the sample rotations. The coupled TO wave number keeps

unchanged while rotates the sample about the <c> in our experiment. The calculated and experimental values of the coupled
TO phonon frequency as a function of angle 6 is plotted in Fig. 4 (b). Notice that the relation between 6 and o is untrue for

6=58"+q, an
where o is the tilting angle. In stead,

6 =>58° + arcsin[sin(ct) / ng] (12)
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Fig. 3. Optical phonons of GaN film grown on m-plane sapphire substrate at two sample positions respect to the polarization. Dash
line represents <c¢>s L E; case where 645 cm’! LO of sapphire is forbidden, and solid line represents <c¢> || E; case, where the 645

cm™ LO of sapphire is allowed.

is true when the sample is tilted away o degree. Where ny = 2.4 is the refractive index of GaN at the probe laser wavelength

(488nm). By taking account the interface refraction effect on the <q> direction, the experimental data is in good agreement
with the theory.

4.2. Generalized ellipsometry of GaN/m-sapphire

Optical anisotropy can also be measured by generalized ellipsometry, especially the transmission type measurements for
transparent materials. The TVASE data of an a-plane sapphire are shown in Fig. 5 as a good example. The data were
obtained at 0°, 1° and 60° sample positions in the range of 0.75 eV to 5.8 eV. The angle of incidence are 20° and 30°,

respectively. It can be seen clearly in Fig. 5 (c) that the off-diagonal elements Apg and Agy of the Jones matrix have large W
values indicating the existence of the optical anisotropy in sapphire crystal. The magnitude of the off-diagonal signal in Fig.
5 (b) is still in reasonable size even for only about 1° difference between <c> and x-axis. The zero Ayt and Ay in Fig. 5 (a)
are obtained at the sample position of <c>; || x (the same result for <¢> L x). By finding the zero Ay and Agyy position, the

optical axis of sapphire can thus be fully determined. The results from Fig. 5 agree each other very well with Raman analysis
in Fig. 1, but with more accuracy (<1°). The one drawback of TVASE method for determining the optical axis is that
TVASE can not distinguish the 0° and 90°position since all the off-diagonal elements are zero at these two positions.

In order to reveal the optical anisotropy of GaN, a series of anisotropic mode TVASE measurements have been made on the
GaN/m-sapphire sample, as shown in Fig. 6. The selected typical data here are taken from four sample positions: 0°, 1°, 90°
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Fig 4. (a) Anisotropic angular dependence of the coupled TO phonon of GaN grown on m-plane sapphire. The sample was rotated
about the x-axis which is in the sample surface plane and perpendicular to the sapphire optical axis <c>;.

and 92°, as shown in Fig. 6. The angle o is between <c>g and x-axis. The spectra are cut off at about 3.4 €V since no
transmission above the GaN band gap. Multiple angles of incidence (0°, 10°, 20° and 30°) have been used for collecting
strong off-diagonal signal. At 0° position shown in F ig. 6 (a), the off-diagonal elements Apst and Aspt are all zero. A clear
conclusion can be drawn from Fig. 6 (a) is that the optical axis of GaN <c>g must lay in the plane of incidence somewhere
between x-axis and z-axis, since <c>g could be along neither x-axis nor y-axis direction for the zero Apst and Agpy, and we
already know from Raman scattering that the angle between <c>g and <¢> is larger than zero and less than 90°. Recall the
calculation result based on the coupled TO phonon mode at 541 em™! and equation (9), the angle 6 between <q> and <c>; is
about 58°. We now also know that the so-called reference plane formed by <q> and <c¢>¢ defined previously is the plane of
incidence. Therefore, The orientation of <c>g can be fully determined, which is in the reference plane (or the plane of
incidence) and 32° away from <c¢> (or x-axis). To test the accuracy of this measurement, another TVASE data was taken at
1° position as shown in Fig. 6 (b). The sizable Apst and Agp,; were detected at all the angles of incidence indicating the

sensitivity of TVASE is high enough. At a larger angle position, much bigger pairs of Ay and Agpt can be obtained, which
is a good evidence of the optical anisotropy of the whole structure. However, it is difficult to know how much anisotropy

comes from GaN at these positions. Because of the special orientation relationship between <c>g and <e>g for GaN on m-
plane sapphire, the 90° position can serve very well for this purpose as shown in Fig. 6 (¢). The nonzero Apst and Agp

79



80

570
= — Theory
L 560 = e Experiment
5 AN
5 N
& 550 .
: N\
M \ @
o AN
O
g 540
& ' N
* ——
530

0 10 20 30 40 50 60 70 80 90
Angle between <C>g and <gq> (°)
Fig. 4 (b) A comparison of the coupled TO positions from the theoretical calculation and the experimental data.

appeared in Fig. 6 (c) are purely due to the anisotropy of GaN film, since the contribution from sapphire substrate to the Apgt
and Ay is zero. Data in the Fig. 6 (c) is very valuable especially for GaN dielectric functions study. Only two degree away

from the 90° position, the Aps and Agp are modified by the sapphire substrate dramatically as shown in Fig. 6 (d). This
indicates that the optical axis orientation of GaN can be determined accurately.

The angle of incidence dependence of the optical anisotropy is showed in Fig. 7 (a) and (b) refer to two sample positions, 0°
and 90°, respectively. The TVASE data was taken at three photon energies of 1.0 eV, 1.6 eV, and 2.2 eV (arbitrary chosen
below GaN band gap). The angular increment is 1°. In Fig. 7 (a), the off-diagonal elements are zero in the whole angular

range. This is due to that the <¢>g and <c> are all in the plane of incidence. In Fig. 7 (b). A different behavior is observed
for the same three wavelengths below the band gap. This is because that the optical axis of GaN is in the plane perpendicular
to both the sample surface and the plane of incidence. As discuss previously the magnitude of Apy and Agy are all
contributed by GaN. The Apg and Agp are zero at normal incidence at 90° position which is again the proof of <¢>, in the

reference plane. The bigger A, and Agy values at larger angle of incidence suggest that a large angle of incidence is usually
a better choice for measuring the optical anisotropy by TVASE.

According to the data analysis of both Raman scattering and TVASE, the growth configuration of this GaN/m-sapphire
sample is (0113)/ (0001) as the interface plane, and [0332] /[0110] as the in-plane orientation preference, which is different
from the reported structure configuration (0113)/(0110) as the interface plane, and [0332]/[2110] as the in-plane
orientation preference. we consider this is the other option for GaN grow on m-plane sapphire substrates.



70 I I T I I I
50 -

1 0 L. Apst & Aspt

50 -

30

v (degree)

10+

20 -

ool s
00 10 20 3.0 4.0 5.0 6.0 7.0

Photon Energy (eV)

60|
\
;
\

Fig.5. Transmission VASE data of an a-plane sapphire at the angle of incidence of 20° and 30°, respectively. (a) 0=0°; (b) 0:=1°; (c)
0a=60°. o is the angle between the optical axis and x-axis of the lab coordinates.

5. Summary

Optical anisotropy nature of GaN films grown on m-plane sapphire substrates was characterized by Raman scattering and

generalized variable angle spectroscopic ellipsometry. A 541 cm’! phonon of GaN due to the TO coupling was observed
experimentally and it agrees very well with the theoretical prediction. The coupled TO phonon of GaN film grown on m-
plane sapphire substrate is a good signature of its optical anisotropy, and the angular dependence relation can be used to
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Fig. 6. Transmission VASE data of GaN/m-sapphire at the angle of incidence of 0°, 10°, 20° and 30°, respectively. (a)<c>, 0° off x-
axis; (b) <c> 1° off x-axis; (c) <e>s 90° off x-axis; (d) <c>; 92° off x-axis. Apy and A,y are the off-diagonal elements of transmission
Jonse matrix.

determine the location of <c>g. It is also found that the off-diagonal elements of transmission type Jones matrix are very
sensitive to both the sample position and the angle of incident. The optical axis of GaN is fully determined by using the

null Apgt and Agpy position at 0°, which is in good agreement with the result from the angular dependence Raman scattering.
According to the analysis of both Raman and TVASE, the <c>g of GaN on m-plane sapphire lies in the reference plane
defined by <q> and <c>s, and it is 32° away from the <c>;. TVASE measurement at 90° position has given non-zero Ap

and Agpt which are purely due to the anisotropy of GaN film, this kind of data will be very important for the future studies of
anisotropic dielectric functions of GaN. A new growth configuration of GaN on m-plane sapphire has been observed as
(0113) / (0001), and [0332] / [0110] for the interface plane and in-plane orientation preferences.
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ABSTRACT

Several issues related to the organic electroluminesent devices are reviewed. Numerical simulation results are
presented for the trap-charge limited conduction processes. Several experimental observations are explained based on our
simulations. Current-voltage characteristics, band and charge profiles are obtained to elucidate the conduction mechanisms
with large trap densities. Recombination strength dependence, doping effects, and the interplay among the free, discrete,
and exponential trap charges in single- and double-carrier devices are discussed.

Keywords: organic, electroluminescent, light-emitting, trap charge limited (TCL), space charge limited (SCL).

1. INTRODUCTION

Electroluminescent (EL) devices based on organic thin films, such as Alg, have shown promising properties for low
power, flexible, cost-competitive display applications !4, Red, green, and blue light emitting devices are readily available.
Devices with luminous efficiency greater than 15 Im/W and lifetime greater than 10,000 hours have been demonstrated.
Like its inorganic counterparts, a typical organic light emitting device (OLED) consists of a hole transport layer, an electron
transport layer, and a recombination region. Typically, ITO is used as the hole injection electrode and a low work function
metal layer (e.g., Mg) is used as the electron injection electrode. In order for the OLED to luminesce, carriers must be
injected from the electrodes and transported through the organic layers before they finally recombine. Apparently, both
contacts 7 and the organic layers ¥ affect the device performance. In this article, we discuss several issues related to the
bulk carrier transportation in the OLEDs for display applications.

2. CHARGE TRANSPORT IN OLED

Experimentally, a power-law current-voltage dependence (J- V*7) has often been observed for some OLEDs. Various
models have been proposed to interpret the data. To the first order, the single-carrier current density can be written as

J=nque (M)
if the diffusion term can be ignored. If E~V/L, then the rest of the voltage dependence to make up the high voltage power

factor (+1) has to come from either n(¥) or € (¥), or the combination of the two. The argument for the voltage dependence
of the charge concentration # is based on the space-charge limited (SCL) conduction theories. ') In general, the SCL
concentration has the form n~V. When the free carrier dominates the space-charge region (trap-free SCL), /~1; when the
trap with an exponential distribution dominates the space-charge region [trap-charge limited (TCL)], I=T./T, where T, is the
characteristic temperature and / can be as high as ~10. On the other hand, the field-dependent mobility can also give rise to
a highly nonlinear J-¥ relationship which also seem to be able to fit the experimental data well!"” The mobility field
dependence is attributed to carrier hoping in disordered systems." Most likely both the space charge and the mobility field
dependence affect the J-¥ relationship. The question is which is more dominant and in what voltage/current range.

2.1. Trap-charge limited conduction

1 Comespondence: Email: jshen@asu.edu; Phone: (602)-965-9517; Fax: (602)-965-8118.

Part of the SPIE Conference on Light-Emitting Diodes: Research, Manufacturing
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In order to understand the behavior of the space- 0
charge limited conduction processes, we carried out a
numerical study. We solved the coupled two-carrier 10"
Poisson and current continuity equations. Both the drift
and diffusion terms are included. Figure 1 shows the 10

Double-carrier TCL conduction

simulated current-voltage (J-V) characteristics of a &
single layer OLED with typical Alq material § 1°
parameters. Exponential trap distributions are assumed. % o
The three curves correspond to three different trap 2
distributions (I = 7,/300 = 5, 7, and 9) with the same S ;;°
total trap densities (H,=H,~10° con®). Power-law J-V B
S 10

relationships are obtained, in agreement with previous
analytical results and consistent with experimental E
observations (for example, Ref. [11]). The voltage
power factor [the slope in the log(J)~log(V) plot] 10t E—— o
extracted from experimental Alq data falls between our

I7 and K9 ranges. The analytical derivation 100 5
determines the power factor to be /+1, slightly larger 1
than the comresponding extracted slopes from the Voltage (Volts)

simulation. At high voltages, the slopes tend to decrease ~ Fig. 1. Calculated TCL current-voltage (J-¥) characteristics for

slightly because the device approaches the “trap-filled”  three / values (=5, 7, and 9). Power law defendenzc? (~ Yy is
limit when the injection level is high. At low voltage obtained. The horizontal dashed line at J=10* A/cn?? illustrates the

(V<2 V), our simulated TCL nts continue to expenmentglly .obser\.'ed backgro_t_md cm;{)ent. _'31‘he parameters we
decrease more or less following the same trend used for this simulation are: H,=H=10" cm’, 7=300K, &34,
- nElom® EZ24 eV, K=10% emfs, g =5%10° e Vs, u=0.01p,,

Experimentally, a much gradual current-voltage L
’ ) =p=p;=5x10" cm?, I=60nm. See the param
dependence (J~V) has been observed to intercept the ;'{ef‘_nﬁf]"‘ T em ee the parameter definitions in

TCL (J~V*') curves at about 2 V (illustrated by the

dashed line at J=10® A/om’ in Fig. 1); and this voltage is often called the turmn-on voltage. The turn-on voltage is generally
believed to be coinciding with the flat-band condition in the diode. Below that voltage, the current is attributed to the ohmic
conduction by intrinsic or background camiers. We have not been able to reproduce the observed current-voltage
characteristics in this low voltage region even when we significantly increase the intrinsic carrier concentration to n=10°
cm?, which is already uncharacteristically large for the band gap of 2.4 eV. This led us to believe that some other
mechanisms may be the cause of the conduction in this region. One possibility, for example, is the discharging effect.
During a typical test run, the applied voltage is usually swept from zero to about 20 V or higher. To get an estimate of the
magnitudes, we can use the “leaky capacitor” model. The total sheet charge density is ~eV/L=3.4x8.85x10"x20/(10°
*x1.6x10"°)=4x10" cm?. The discharging process can become very inefficient below the flat-band condition. Thus, the
initial current can depend on the history of the device. The evidence manifesting the existence of the discharging effect is
the hysteresis associated with the low voltage J- tests. The diode can be pre-charged to the opposite polarity by applying a
relatively large negative bias. Then the first forward voltage sweep can give rise to a negative current at low voltages (V<2
V). Of course, we cannot exclude contact effects either in this low voltage region. Significant deviations from the J~}"*!
dependence are also observed for /=5 and /=9 in Fig. 1. After analyzing the corresponding band profiles, our preliminary
conclusion is that the pn junction in the diode is limiting the current for /=5 and the mutual spreading of the positive and
negative charges (enlarging of the recombination zone) is enhancing the current for =9 at low voltages.

2.2. Deviations from the classical TCL J~F**! relationship (small K,)

In Fig. 1 we have used an arbitrary recombination coefficient (K;=10* cm¥s) to describe the total contribution
summing all the recombination processes (radiative and nonradiative) (see the definition given in Ref. [14]). While accurate
determination of the recombination coefficient including all processes is still not readily available, it has been proposed that
the Langevin recombination mechanism generally applies to the organic systems.!""2] Based on the Langevin formalism,
the recombination coefficient is proportional to the carrier mobility in the following way

K, =§(un +h,) ¥)
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When we use p,=5x10" cm*/V.s=100y, and £=3.4¢, for Alg,
the recombination coefficient K;=2.7x10™"" cm®s according to
Eq. (2). In order to see how the recombination coefficient may
affect the TCL characteristics, we calculated the cument-
voltage dependence for a series of K,’s and the results are
shown in Fig. 2. First of all, at a fixed voltage, the current
magnitude increases when K, decreases. Such an increase in
current magpitude is due to the partial cancellation of the
positive and negative charges in the device which in tumn
weakens the electric field. Such a phenomenon has been called
the injected plasma limit.*'” Apparently, a smaller K, leads to
a larger electron-hole overlap and more effective cancellation
of the charges. The calculated charge and energy profiles of
device with K;=10" cm%s is shown in Fig. 3. The
recombination zone is broadened and the current is larger as
the device is approaching the injected plasma limit. Too broad
a recombination zone can be bad for the OLEDs because part
of the carriers may flow through the device without the chance
to recombine, and part of them may recombine near the
electrodes known to have luminescence quenching centers,
hurting the luminescence efficiency of the device. The second
noticeable feature in the cumrent-voltage characteristics for a
smaller K, is the decrease in the slope [log())/log(V)]. To
understand the slope change is not so straightforward.
However, it becomes a little clearer if we interpret the slope
change in a different way, that is, the amount of the current
magnitude increase with smaller K, drops when the applied
voltage increases. As we know, at a fixed voltage, a smaller X,
leads to a larger electron-hole overlap (larger recombination
zone). On the other hand, for a fixed small K, (e.g., K;=10"
cm’s), the electron-hole overlap shrinks as the voltage
increases (the recombination term is proportional to Kyp
while the current density is proportional to 7 or p). Thus for a
larger V, the effective charge cancellation region decreases and
the current enhancement due to the charge cancellation
becomes less pronounced, which gives rise to the apparent
slope change in the log(I)/log(V) curves. As an exireme case,
there is no current enhancement from K,=10" cms to K,=10*
cm’/s at 20 V because the electron-hole overlap in either case
is insignificant. The point where the current with a smaller K,
meets with the one with a larger X, is also pushed upward (at
~8 V for K,;=10° cm®/s and at ~20 V for K;=10"® cm’/s, etc.).
This result is due to the fact that it takes a larger voltage to
diminish the electron-hole overlap when K}, becomes smaller.

It may appear that there would be a discrepancy between
the TCL theory and the experimental observations if K, is
indeed small (the slope is smaller than what is observed).
However, many other factors, such as a larger T, (T./T=]) or the
field-dependent mobility, can still make corrections to the TCL
results to fit a particular experiment. Our study shows that a
comprehensive understanding of the physics of the SCL and
TCL processes can be very important in interpreting
experimental data.
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characteristics for /=7 and several different K,’s. The
slope [log())/log(V)] approaches the analytical value
(i+1) when K, is large. For smaller K, the current
enhancement due to the charge overlap and the effective
charge cancellation reduces the slope. Other device
parameters used for this simulation are identical to those
givenin Fig.1.
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3. DOPING EFFECTS

Most fluorescence dye compounds only fluoresce in dilute solutions and the fluorescence is quenched when the
compound is made in a condensed phase. The fluorescence solution can either be in solid state and liquid state. When a
solid state guest-host solution is made by doping a fluorescence dye in a host matrix, the fluorescence characteristics are
determined by the guest molecules provided that the energy transfer from the host molecules to the guest molecules is
efficient. This phenomenon in solid state chemistry is known as sensitized luminescence. This method was first used in
organic EL systems, such as anthracene doped with tetracene.” Tang and coworkers then extended this technique to thin
film OLEDs.” They found that the color of the emitted light can be tuned by changing the dopants without changing the
overall device structure. With Alq as the host, they were able to shift the emission peak wavelength from 520 nm to 620 nm
by changing the dopant. The optimum doping concentration varies from a fraction of a percent to a few percent. This is a
very simple way to tune the color of OLED devices. Doping can not only change the emission wavelength, but also
improve the device efficiencies by 2-3 folds. Up to date, most of the high efficiency OLED devices are made this way. It
should be noted, however, that doping does not always increase the device efficiency. The efficiency of the energy transfer
from the host to the guest molecules depends on the relative energy alignment of the two materials. For example, doping
perylene in DPVBi does not result in any improvement in ]
device efficiencies™ On the other hand, doping a 2 doping (nyg)
distyrylarylene amine in the same host material shows a 2-fold 19 I
improvement in device efficiency.

nt

-
3

LEL
-
-

We have simulated some aspects of the doping effects !
numerically, based on the similar numerical models.!**! We
describe the doped layer in one of the following four different
ways: (i) the doped layer has a higher concentration of traps
than the host, (ii) the doped layer changes the trap distribution !

characteristic, (ii) the doped layer introduces a discrete trap () i

level in the energy gap of the host, and (iv) the doped layer has SPSC SN IVEPINEN IVINENT | APAVATIN AR P R
a higher recombination rate than the host. Our numerical result
reveals the doping-induced changes in the profiles (the energy L @
bands, the charge concentrations, and the electric field, etc.) 4 [ VEIOV
and the location of the recombination zone. We find that a r
simple physical picture can be used to explain most of the
doping related effects we studied here: The additional trap
charge of the doped layer creates a charge imbalance between
the positive and negative layers in the OLED; the neutrality
requirement finally readjusts the overall charge distribution 2
which in turn determines the location of the recombination

zone. 4
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(*=60nm) and left-hand (x=0) electrodes, respectively. The n-
doped layer is placed at x;=42.5nm and its thickness is Snm.
Here we have assumed H,~5x10" cm®<5H,, The energy
profiles of a similar structure without the doped layer are also
shown in dot-dashed lines. The most significant change in the
device is the shift of the recombination zone toward the doped
layer. It is also interesting to see that the recombination zone is
not at the doped layer in this particular case. The trap charges
directly determine the location of the recombination zone
under TCL conditions.

of a single layer device with and without a doped layer at.
x/~42.5nm (with the thickness d=5nm) and the doping
density is H, =5x10" cm® =5H,, The recombination zone is
at x~20nm without doping (the thin dot-dashed curves in (a)),
and is shifted to x~30nm when the doped layer is present (see
the armrow). The quasi-Fermi levels (F, and F)) are
represented by the thin curves inside the energy gap. In the
corresponding charge concentration plot [(b), only the
profiles with doping are shown), a significant increase in the
trapped charge can be seen in the doped layer, which is the
cause of the recombination zone shift.
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According to the charge neutrality condition which requires the equality between the total positive and negative
charges: '
L p(average)=L,n(average) 3)

where L, and L, are the lengths of the p- and n-type regions, respectively. Without doping, the averaged trap charges are
Pave) ~ 2x10" cm® = 2N,(ave) (one can eyeball it from the p, and », curves). Then, we have L,=L,/2, in good agreement
with the numerical result (the location of the recombination zone is at x~20nm). The free carrier concentrations, on the
other hand, differ by a factor of 100 (p=100n) near the recombination zone (Fig. 4, the same result with or without doping).
This carrier concentration difference arises from the mobility difference (u, = 100y,) and the current continuity requirement

,~Ni, = j~pM,) When the electric field is approximately equal on either side (it is true near the recombination zone). The
fact that the free carrier concentrations differ by a factor of 100 while the respective trapped charge concentrations differ by
only a factor of 2 is due to the  factor (=T,/T=7 in this case): p/n, = (p/n)"" = (100)"” ~2. This result also implies the thermal
equilibrium between the free and trapped charges.

When the doped layer is introduced, the trap charges are redistributed. As shown in Fig. 4, the doped layer at
x/~42.5nm changes the charge balance. The average trapped electron density in the doped layer is increased to ~7x10'® coo
3 which effectively increases Naverage), causing the shift of the recombination zone (L, decreases). Based on these
results, we conclude that if a doped layer changes the trap charge concentration, the trap charge balance is modified and the
location of the recombination zone is shifted in the way to satisfy the new charge neutrality condition.

4. EFFECTS OF DISCRETE TRAP LEVELS

The trap energy level can be distributed in some other ways other than the exponential distribution. When traps exist in
the energy gap with a single discrete energy E,, then the trapped charge concentration is
- N, @
*“Tvexpl(E,~F,)/kT]
where F, is the Fermi level, and N, is the trap density, assuming the degeneracy factor is equal to one. Because the free
carrier concentration is n=N_exp(F,/kT) with N, being the effective density of states of the lowest unoccupied molecular
orbitals (assumed to be at zero as an energy level reference), the following relationship between n and n, can be obtained
noo—ts ®)
1+6N,/n

n=n

with 8=(No/Njexp(E/kT).

The interplay among the free, discrete-trap, and exponential-trap charges is illustrated in Fig. 5, where the charges are
plotted as functions of the Fermi level. We first discuss the case where only discrete traps are present. When the Fermi level
is below the trap level (E= -0.5 V), the trap filling rate [the slope in the log(n,)-F,, plot] is the same as the free-carrier
concentration increase rate (the slope=1/kT), even though #, can be much larger in magnitude than » (by a factor of
07').That is why the D-TCL current has the same voltage dependence as the trap-filled SCL current (J~V?). When F,
approaches E,, the discrete traps are quickly filled up and saturated while » continues to increase with F,. Beyond F,=
—0.07 eV, the firee carrier concentration becomes larger than n,, and the conduction turns into the trap-filled or “trap-free”
SCL regime. The region between F,=—0.5 €V and —0.07 eV is a transition region when # is still smaller than #, but , is no
longer increasing. Within this transition region, the free carrier concentration increases by a factor of 87'~1.7x10° (from
point A to point B), which is basically the amount of increase in the current from the D-TCL to the trap-free SCL regions
(the voltage change in the transition region is relatively small). Figure 5 can be very helpful because it graphically illustrates
the amount of current changes, the boundary between various regions, and how the discrete trap parameters (E, and N))
affect the results. For example, if the discrete trap level is shallower than E=—0.07 eV (with the same N, and N), then the
discrete trap will have little effect on the current-voltage characteristics because the conduction is always in the trap-free
SCL region. Similar interesting conclusions can be drawn by moving N, and N, around.



Adding traps with an exponential energy distribution to
the system makes things more interesting and a litfle bit
complicated. For the sets of parameters assumed in Fig. 5,
there are possibly four regions: (i) the exponential trap
dominated TCL region (F,<-0.6 ¢V); (ii) the weak D-TCL
region (-0.6 eV<F,<-0.5 eV); (iii) the transition region (-0.5
€V<F,<-0.07 eV); and (iv) the trap-filled SCL region (-0.07
eV<F,). In Region (i) the current-voltage characteristic has
the form J~V*!, because the exponential trap is dominant. In
Region (ii), the discrete trap takes over and the current-
voltage characteristic gradually turns into the J~F? form, and
then changes back toward the J~F"*! dependence in Region
(iii). Region (iv) is the trap-filled limit (J~F?). Because the
magnitude difference between n, and n, in Regions (i) and
(iif) is not big, we expect more gradual transitions (in the J-V’
dependence) between the regions. Similar to what we have
discussed above, one can change the values of E,N, H, and
T in Fig. 5 and study various limiting cases.

Figure 6 shows several calculated current-voltage
characteristics of a single-layer device with or without
discrete traps. The three thin curves represent the case of
single-carrier (electron) injection with various discrete
electron trap energies (E,= 0.3, -0.4 and —0.5 eV). For E=
—0.5 €V, a sharp transition occurs at V~8 V, corresponding to
the trap filling regime. As discussed above, the current
magnitude increase in this region is
07'=(N/Noexp(-E/kT)=1.7x10° by using the assumed
parameter values (N~=1.6x10* cm®, N=10" cm*, E= -0.5
eV, T=300 K), which is in close agreement with the
simulation result. This result can also be obtained graphically
from Fig. 5 as discussed above. For E= —0.3 eV, 6"'=7x10?2
so the transition region is very small. What is interesting is the
double-carrier injection case with an electron discrete trap at
E=-0.5 eV (thick solid curves in Fig. 6). The sharp transition
region disappears almost completely even though the trap is
rather deep. By analyzing the energy and charge profiles of
the device, we found that p- and n-type regions are formed
adjacent to the recombination zone. Unlike the single-carrier
case, the electron discrete levels are already full in the n-
region even at a small bias while they are always empty in the
p-region. When the bias is increased, the recombination zone
gradually shifts toward the anode, enlarging the n-region and
shrinking the p-region. So there is no instantaneous transition
of all trap levels from empty to full states, which is reflected
in the absence of a sharp transition region in the current-
voltage characteristics.

5. SUMMARY

Several issues related to the carrier transport mechanisms
in OLED’s with large concentrations of traps have been
studied. The current-voltage relationships are simulated for
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Fig.5. Trends of different electron charges (free electron
concentration n, discrete-trap charge concentration 7, and
exponential-trap charge concentration r.) in an OLED as
functions of the electron Fermi energy F,. The discrete trap
level is assumed to be at E=0.5 €V in reference to the
LUMO (=0). The LUMO density is N=1.6x10? cm?>.
Both the exponential-trap density (H,) and discrete-trap
density (N,) are assumed to be 10" cm?3.
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Fig.6. Calculated current-voltage characteristics of several
SCL conduction devices without exponential traps. The
three thin solid curves correspond to the single-carrier
(electron) injection case with three different discrete trap
energies. The thick solid curve corresponds to the double-
carrier injection case with a discrete electron trap level
E~0.5 eV. The thick dashed curve corresponds to the
double-carrier trap-free SCL case. The parameters we used
according to the notations defined in Ref,[14] are (wherever
they apply): H,=H,=0 cm®, N=10'® cm?, T=300K, £=3.4,
n=1cm’, Eg=2.4 eV, K,=10* cm’/s, p, =5x10° co®/V. 8,
1,=0.01n,, ny=p=5x10% cm* L=60 nm.
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TCL double-carrier injection OLED's. The characteristic slope of current-voltage curved can be reduced when the
recombination constant is small and when the charge overlap and cancellation become effective. Doping effects are also
studied. An increase in the amount of trap charges in a doped layer can cause the overall charge redistribution and
recombination zone shift. The interplay among the free, discrete-trap, and exponential-trap charges can also lead to some
interesting results which had not been predicted before.
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ABSTRACT

We report our progress to date in the materials and processing aspects of developing organic light emitting diode technology
based on high molecular weight polymers. A portfolio of fluorene-related polymers are prepared through the coupling of 9,9-
disubstituted 2,7-bis-1,3,2-dioxaborolanyl-fluorene with a variety of aromatic dibromides. In the case of fluorene
homopolymers, the polyphenylene main chain provides the mechanical, electrical and electronic properties and the C-9
maintains coplanarity of the biphenylene unit and a site for property modification without altering effective conjugation. In
the case of alternating polymers, the optical and electronic properties of the polymers are tailored through selective
incorporation of different aromatic unit into the system. These polymers are soluble in common organic solvents and are
readily processed into uniformed films of high quality by spin casting. Unlike PPV and related materials, LED devices with
fluorene polymers in a conventional configuration appear to have electrons as the majority carrier and their performance is
markedly improved when modified with an appropriate polymeric hole transporting layer. Bright green light with a
luminance of 10000 Cd/m? is achieved at a very low drive voltage of <6 V attributable in part to the high hole mobility of
fluorene-based polymers.

Key Words: Polyfluorenes, Electroluminescent, Photoluminescent, Light emitting diodes.

1. INTRODUCTION

Since the first report [1] of polymer light emitting diodes (LED), this topic has experienced an explosive growth in popularity
in the research community worldwide. Among the myriad chemical structures studied [2], derivatives and modifications of
poly(phenylenevinylene) (PPV) are still receiving the most attention and have shown promise as materials for commercial
displays [3]. The basic PPV structure, however, has not lent itself to the generation of blue emitters and is prone to oxidative
degradation in the presence of light.

Polyphenylenes (PP), another class of conjugated polymers, have been studied broadly because of their chemical stability and
band-gap energies close to the 3 eV required for blue light emission. Much of the interest concentrates on solution-
processable versions made soluble by substitutions on the phenylene rings with long-chain alkyl groups. In this way, a
number of high molar mass, soluble poly(p-phenylene)s have become available for LED work [4]. The steric demand of the
solubilizing groups has the drawback of forcing the phenylene groups to be out of conjugation diminishing the interaction of
the aromatic n-system, which may adversely affect the performance of these polymers as active components. Ladder
structures with long-chain alkyl substituents have been explored as an avenue to maintain coplanarity and solubility. Scherf
and Miillen demonstrated that soluble ladder polymers consisting of phenylene units fused together by 5-membered rings
could be obtained in relatively high degree of polymerization [5]. However, emission from films of these polymers is yeliow
instead of the blue observed in solution. It appears these rigid, ribbon-like structures tend to aggregate in the solid state
leading to emission from excimers. Inserting 2,5-dialkyl-1,4-phenylene units into the polymer backbones eliminates
aggregate formation but reintroduces torsional twist between adjacent phenylene units [6].
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Poly(fluorene-2,7-diyl) (structure exemplified by F8 in Figure 1) may be regarded as another version of poly(p-phenylene)
with pairs of phenylene rings locked into a coplanar arrangement by the C-9 atom onto which solubilizing substituents may be
placed without introducing additional torsional strain. As implied by the name, fluorene-based compounds are generally
highly fluorescent, a requisite feature for electroluminescence applications. This paper describes our work on the synthesis
and characterization of a plethora of fluorene homo- and copolymers and their applications to light emitting diodes.

R
\
R R
PPV, R = H, alkyl PP, R =H, aky!
o+ 00+ 00
R R n R R n R R Q n

F6 R =n-hexy! F8P R =n-octyl F8N R =n-octyl

F8 R =n-octy!

Figure 1. Structures of PPV, PP and polyfluorene homopolymers and copolymers.

2. FLUORENE HOMOPOLYMERS

The first fluorene-based polymers, via ferric chloride oxidative polymerization of 9-alkyl- and 9,9-dialkylfluorenes, reported
by Fukuda and coworkers [7], appear to be relatively low in molar mass, with some degree of branching and non-conjugative
linkages through positions other than 2 and 7 [8]. The rather poor regiospecificity is not surprising as Brown and coworkers
had found substantial presence of branched polynuclear structures in the oxidative polymerization of benzene [9]. To improve
specificity and to minimize branching we chose to access the homopolymers through transition metal-catalyzed reactions of
monomeric 2,7-dihalogenated fluorenes.

Nickel-catalyzed polymerization of arylene dihalides has been reviewed by Yamamoto [10]. Of particular interest to us was
the version first reported by Colon which utilizes zinc as the reducing agent and a truly catalytic amount of in-situ generated
zero-valent nickel complex [11]. Attempts to apply this reaction to the polymerization of 2,7-dichloro-9,9-di-n-hexylfluorene
(and the dibromo analog) succeeded in providing polymers of moderately high degree of polymerization of approximately 50
relative to polystyrene standards. The major impediment to molecular weight built appears to be the limited solubility of the
polymer in the highly polar, aprotic solvents required for this reaction. As a result, the growing polymer chains precipitate
from the reaction solution effectively suppressing further chain growth.

It is instructive to compare the properties of poly(9,9-di-n-hexylfluorene)s prepared by Ni-catalyzed coupling and oxidative
coupling (Table 1). The regiospecific polymer obtained by us has a polydispersity typical of a condensation polymer,
exhibits a persistent nematic state when a film is heated to about 190°C and is a bright blue emitter [12]. Whereas the
polymer reported by Fukuda, although nominally identical, has a significantly lower glass transition temperature, a much
higher polydispersity and no indication of order. Whether these differences in polymer properties would be reflected in
electronic device performance is unclear but they highlight the impact of chemical defects on properties.



Table 1. Properties of Poly(9,9-di-n-hexylfluroenes) (F6).

Ni-Catalyzed Oxidative
DP 48 14
Polydispersity 24 6.8
DSC
Glass transition 95°C 55°C
k—n 193°C none
n—i 249°C none
Photoluminescence of films 424(s), 445(m), 475(w) 425(m), 495(s)

Because of the non-polar nature of most polyfluorenes, it is unlikely that polymer chain growth can be consistently effected in
a highly polar solvent without resorting to high temperature and/or very long reaction time. The nickel-catalyzed coupling
reactions are, therefore, not the method of choice for high molecular weight polymers. Furthermore, they would not be
suitable for the synthesis of ordered copolymers for the resulting copolymeric structures would be dependent on the relative
reactivity and concentrations of the monomers. The palladium-catalyzed synthesis of mixed biphenyls from phenylboronic
acid and aryl bromide discovered by Suzuki and coworkers [13] offers the possibility of preparing alternating copolymers and
the advantages of being tolerant of a large variety of functional groups, insensitive to the presence of water, and truly catalytic
in metallic reagents. Scherf and Miillen [5] reacted alkylated 1,4-phenylene diboronic acids with various
dibromobenzophenones in refluxing toluene/aqueous potassium carbonate for 1 day and obtained relatively low molecular
weight polymers, My, ranging from 600 to 15,000 gram/mole. More recently Tanigaki and coworkers [14] obtained
alternating copolymers of modest molecular weight after refluxing in toluene-aqueous sodium carbonate for 72 hours.
Optimization of this synthetic method in our laboratories has led to a highly efficient procedure which routinely yields high
molecular weight polymers in much shorter reaction times. For example, poly(9,9-di-n-octylfluorene-2,7-diyl) (F8 in Figure
1), of My, > 100,000 gram/mole was obtained after less than 24 hours of reaction time.
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Figure 2. Absorption and photoluminescence spectra of poly(9,9-di-n-hexylfluorene-2,7-diyl) (F6).

Polyfluorenes with Cs or higher substituents at C-9 are all soluble in conventional organic solvents such as aromatic
hydrocarbons, tetrahydrofuran, and chlorinated hydrocarbons. Most high molecular weight polymers do not show a very
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distinct glass transition, and those with straight alkyl substituents tend to be semicrystalline and exhibit liquid crystallinity
(LC). F8, for instance, has a very stable LC state that persists up to 270°C [15]. Polymers with branched alkyl substituents,
e.g., 2-ethylhexyl, are amorphous. All are strong blue emitters when excited with UV in solution as well as in the solid state.
The absorption and photoluminescence spectra of a film of poly(9,9-di-n-hexylfluorene-2,7-diyl) (F6 in Figure 2) are
representative of all homopolymers. Absorption spectra are broad and featureless while the photoluminescence spectra show
well-defined vibronic structures. The Stokes shift is typically less than 50 meV, a small value in relation to other conjugated
polymers and similar to the well-ordered ladder polyphenylenes, indicative of an extended conformation.

3. ALTERNATING COPOLYMERS
3.1 Alternating Copolymers with Aromatic Hydrocarbons

Using the Pd-catalyzed polymerization, several high molecular weight alternating copolymers have been prepared from the
2,7-diboronic derivatives of 9,9-dialkylfluorene and dibromoarenes. The impact of steric effect on electronic properties are
vividly illustrated by a comparison of the absorption and emission spectra of a F8 to those of a copolymer with 1,4-
dibromobenzene (F8P) and 1,4-dibromonaphthalene (F8N). Films of these polymers all show broad featureless absorption
peaks (Figure 3) but different band-gaps (as determined by absorption band edge) and maxima: F8 with the lowest energy
absorption maximum at 386 nm and F8N with the highest at 351 nm. These variations can be readily explained by the
difference in steric effect. The steric repulsion is expected to be the most severe in F8N because of the proximity of the
naphthalene peri-hydrogen to the C-1 hydrogen of fluorene. Consequently the torsional angle between fluorene and
naphthalene would be significantly larger than those between two fluorenes. The electronic properties of F8P is intermediate
between F8 and F8N and the overall trend re-emphasizes the advantage of fluorene as a building block for polymers with
extended conjugation. F8N also differs from the other two polymers in several important aspects: it is amorphous, shows no
sign of liquid crystallinity, and its photoluminescence spectrum lacks vibronic structure (Figure 4).
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Figure 3. Absorption spectra of F8 (triangles); F8P (filled circles) and F8N (open circles) films.
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Figure 4. Photoluminescence spectra of F8 (triangles); F8P (filled circles) and F8N (open circles) films.

3.2 Alternating Copolymers with Tertiary Aromatic Amines and Thiophene

Tertiary aromatic amines have been known as excellent hole transport materials and have found utility in photoconductors and
in light emitting diodes [16]. Polymers with these moieties incorporated into their backbones, however, have been limited to
those with non-conjugative comonomers which are expected to have adverse effects on hole transport properties [17]. We
reported recently the synthesis of several polymers comprising solely of triarylamine units but they are of relatively low
molecular weight owing to the limited solubility of the growing chains in the polymerization solvents [18]. With the Pd-
catalyzed polymerization process, it is possible to prepare high molecular weight alternating copolymers consisting of 9,9-
dialkylfluorene and various aromatic amines. Representative amines successfully incorporated are shown in Figure 5. These
alternating copolymers are all blue emitters, excellent film formers, and soluble in conventional organic solvents. Films of
these polymers show distinct and reversible oxidation potentials by cyclic voltammetry and can be cycled repeatedly without
any appreciable change. The cyclic voltammetric scan shown in Figure 6, obtained with a film of the alternating copolymer
PFB (2¢), is typical of all diamine-containing copolymers. The double peaks indicate that both of the amine groups can be
oxidized reversibly. Copolymers with triphenylamines, as expected, show only one reversible oxidation. On the basis of their
chemical compositions and stability to repeated oxidation these copolymers are expected to be excellent candidates as hole
transport materials in light emitting diodes and photoconductors.

R R
R
1,a R=0Me 2,a R=Me 3, a R=COsEt

b R =sec-butyl b R=0OMe b R=COzH
¢ R =n-butyl

— >—~?H ), Nf{ - %NN:{ )=

R R <j
n-Bu n-Bu
4,aR= COqEt 5
b R=CO,H

Figure 5. Aromatic Amine comonomers in fluorene alternating copolymers.
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Figure 6. Cyclic voltammagram of PFB film.

Tonization potentials (based on the first oxidation) and glass transition temperatures of these copolymers are given in Table 2.
As can be seen, the copolymer approach provides access to materials with a wide range of properties. The photoluminescence
of these copolymers are red-shifted relative to the monomeric amine analogs, lending support to the expectation of
substantially more extended conjugation and creation of unique electronic entities in these alternating structures.

Table 2. Properties of Fluorene-Amine Alternating Copolymers
Amine Emission Tonization Potential

Copolymer Comonomer T, (°C) Max. (nm) (eV)
BFE 4a 137 427 5.29
BFA 4b 220 430, 491 5.28
BFB 5 142 481 5.26
PFE 3a 119 480 5.15
PFA 3b 213 484 5.13
PFMO 2b 120 478 4,98
PFM 2a 76 469 5.04
PFB 2c 132 450 5.09
TFMO la 95 437 5.20
TFB 1b 80 431 5.33

The two copolymers (3b and 4b) with carboxylic acid substituents are of particular interest because their solubility
characteristics enable the construction of double-layer LED devices without the risk of erosion of the first layer by the
solution of the second. All the fluorene homopolymers and copolymers (except those that are highly crystalline) are soluble
in aromatic hydrocarbons such as toluene and xylene but the two acidic copolymers, while soluble in polar solvents like DMF,
are practically insoluble in these solvents. In a conventional device fabrication process, a DMF solution of one of these acidic
polymer is spin-coated onto ITO substrate to serve as the hole transport layer and the resulting film dried by heating. A
xylene solution of an emitting fluorene polymer is then applied onto it to yield a two-layer structure with a sharp polymer-
polymer interface.




The advantage of dialkylfluorene over 2,5-dialkylphenylene as a monomer in regard to solubilization without interruption of
conjugation can be further illustrated by a comparison of the spectral properties of poly(9,9-dialky-2,7-fluorene-alt-2,5-
thienylene) (6) and poly(2,5-dialkyl-1,4-phenylene-alt-2,5-thienylene) (7). A film of the former shows an absorption
maximum at about 440 nm, band gap of 2.5 eV, and emits blue-green light The latter shows an absorption maximum at 335
nm, band gap of about 3.1 eV, and emits blue light [19]. The fluorene copolymer clearly has a more extended conjugation,

4. LIGHT EMITTING DIODES

Fluorene homopolymers so far have yielded rather inefficient single-layer LED devices [20] inspite of their high
photoluminescence efficiency in the solid state [21]. Cyclic voltammetry analysis of a film of F8 indicates an oxidation
potential of about 1.4 volts relative to silver, which translates to an ionization potential of about 5.8 eV [22]. Since the band
gap of the polymer, estimated from its absorption edge, is about 2.9 €V, accordingly its electron affinity is about 3.1 eV.
Thus, devices with ITO anode and calcium cathode should experience facile electron injection but a high barrier to hole
injection, and the majority carrier should be electrons rather than holes. The current on-set may occur at low voltage but light
on-set should be at substantially higher voltage. This is indeed the case. A device comprising a 150 nm film of F8
sandwiched between ITO and calcium cathode has light turn-on at about 10 volts and reaches about 100 Cd/m? at 20 volts.
As reported earlier [23] inserting a hole transport layer between ITO and F8 results in a device that has light on-set at about 5
volts and reaches 600 Cd/m? at 20 volts despite a thicker (200 nm) F8 film,

The presence of a hole transporting layer has the same beneficial effect in devices with other fluorene polymers. Figure 7
compares the performance of a single-layer device based on a green-emitting fluorene copolymer to that of a device with a
hole transporting layer. The light emitting layer was 150 nm in both cases and the hole transporting layer was a 80 nm film of
BFA (see Table 2 for BFA composition). As stated above, the solubility characteristics of BFA is an advantage in
constructing double-layer devices with fluorene-based emitters. Its estimated ionization potential of about 5.3 eV, being
intermediate between the work function of ITO (4.8 V) and the estimated ionization potential (5.8 eV) of the emitting
polymer, should facilitate hole injection and transport. Despite the increase in total film thickness, the double-layer device
was more conductive (current density not shown for purpose of clarity) and more than 10 times brighter at the same bias. At
1000 Cd/m? the drive voltage of 9.6 volts and efficiencies are 4.8 Cd/A and 1.6 lumens/watt for the double-layer device
versus 16.8 volts, 2.5 Cd/A and 0.5 lumen/watt for the single-layer one. While these findings do not constitute unequivocal
proof of electrons as the majority carrier, they do highlight the difference between fluorene polymers and the better known
PPV and derivatives which are characterized by holes being the majority carrier.
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Figure 7. Comparison of single-layer to double-layer green devices. single-layer: Emitter
(150 nm)/Ca (open circles), double-layer: BFA (80nm)/Emitter(150 nm)/Ca (filled circles).

With the recognition that hole injection/transport is critical to improving device performance, we have continued to optimize
the hole transport layer. The result is a significant improvement in efficiency in the green-emitting device. As can be seen in
Figure 8 and 9, an optimized double layer device has demonstrated a maximum light output of 18,000 Cd/m? at 6 volts and
maximum efficiencies of 7.9 Cd/A and 7.7 lumens/watt respectively. In the cases of some further optimized devices
maximum efficiencies of 10 lumens/watt and even higher have also been observed.
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Figure 8. JVL characteristics of double-layer green device, HTL (100
nm)/Emitter (75 nm)/Ca; open circle: luminance, filled circle: current density.
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Figure 9. Efficiencies of double-layer green device, HTL (100 nm)/Emitter
(75 nm)/Ca; open circle: lumens/watt, filled circle: Cd/A.

5. CONCLUSION

Our work has shown that fluorene as a monomer offers a number of advantages, the most significant being its ability to impart
solubility while maintaining a high degree of delocalization. An improved Pd-catalyzed polymerization procedure has
enabled the preparation of a large variety of fluorene homopolymers and copolymers. Unlike PPV and related materials, LED
devices with fluorene polymers in a conventional configuration appear to have electrons as the majority carrier and their
performance are markedly improved when modified with an appropriate polymeric hole transporting layer. An optimized
green-emitting device exhibits very high luminance at very low drive voltage, attributable in part to the high hole mobility of
fluorene-based polymers.
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Abstract

Organic semiconductors have been intensively studied over the past decades. The potential of this new class of materials for
photonic and electronic device applications is demonstrated by successful fabrication of organic and organic-on-inorganic
heterostructures for electroluminscent devices, photodetectors, and microwave diodes. The fabrication technology of organic
semiconductor devices for photonic applications is discussed. In contrast to spin-on or dipping techniques for fabrication of
polymeric films, organic compounds with low molecular weight are sublimated under ultra high vacuum (UHV) conditions.
The organic molecular beam deposition (OMBD) technology employed allows the reproducible growth of complex layer
sequences with a defined thickness of various organic semiconductors in combination with dielectric films, different
metallizations, and indium-tin-oxide layers. Growth rates from 1 — 5 nm/min and substrate temperatures from 77 K to 350 K
are used. Efficient organic light emitting diodes with bright emission in the blue (1-AZM-Hex), green
(Alqs) [tris(8-hydroxychinoline)-aluminum)], and red (Eu-complexes, DCM) spectral region and with low operation voltages
are presented. In general, an onset voltage of 2.7 V, efficiencies up to 7 Im/W and a luminance up to 2 - 10°cd/m? (cw, RT)
are attained for N,N'-diphenyl-quinacridone-doped Alq; devices. An undoped device can be operated up to 5000h without
any loss in brightness and just a small increase of the driving voltage of about 2V.

Embedding emissive organic thin films with a narrow spectral characteristic into planar Fabry-Perot microcavities, a light
intensity enhancement and a spatial redistribution of the emission is achieved.

Research and development today expands its scope from the investigation of materials, device physics, and device

optimization to peripheral technologies for flat-panel display applications, for instance micro patterning methods for the
cathode of an OLED display.

Keywords: organic light emitting diode (OLED), organic electroluminescent device, organic molecular beam deposition
(OMBD), organic display, microcavity

1. Introduction

During the last decade, organic semiconductors have attracted increasing research interest from both academia and industry.
Investigations of material properties, device structures and characteristics show that electronic and photonic devices can be
successfully prepared from organic compounds. In contrast to spin-on or dipping techniques for the deposition of polymeric
films, the organic molecular beam deposition (OMBD) technology allows the subsequent growth of thin solid films under
ultrahigh vacuum conditions and leads to the fabrication of complex heterostructures with a layer thickness ranging from
single molecular monolayers to a few hundreds of nanometers. Several examples will be discussed: Multilayer structures
composed of highly fluorescent molecules and organic semiconductors with preferentially hole or electron transporting
properties allow to prepare organic light emitting diodes (OLEDs) for electroluminescence in the biue, green, and red
spectral regions at low operation voltages. Further, we will explain a new fabrication technique, which increases the
efficiency and lifetime of an OLED, and the influence of a microcavity on a narrow emission spectrum.
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An improved fabrication technique for organic flat-panel displays, which employs substrate microstructure patterning with
SiO cathode separators, will be discussed by means of a monochrome OLED display prototype in a 5x7 pixel configuration.

2. Organic Materials and Deposition Technology
2.1. OMBD (Organic Molecular Beam Deposition)

Fig. 1 shows a schematic diagram of the organic molecular beam deposition (OMBD) system used for the growth of organic
thin films. Following the concept of conventional molecular beam epitaxy (MBE) systems, this arrangement consists of two
organic growth chambers, a metallization chamber, a sputter chamber, and a preparation chamber for the substrates.
Complex layer sequences of various organic semiconductors, dielectric or indium-tin-oxide (ITO) layers, and various
metallizations can be deposited without breaking the vacuum. Deposition of organic solids of different crystal structures and
lattice constants on arbitrary inorganic semiconductor and amorphous substrates is possible because the molecules of organic
crystals are only bound by weak Van der Waals forces.

For reproducible growth conditions, the organic source materials are sublimated from effusion cells provided with
mechanical shutters. The cell temperatures vary from 100 to 450°C depending on the organic material. Low deposition rates
of 0.1-10 nm/min and the possibility of substrate cooling with liquid nitrogen yield smooth and homogeneous thin films.
This growth technique allows organic layers only a few nanometers in thickness to be achieved or even molecular mono-
layers with the high reproducibility necessary for organic-on-inorganic heterostructures and electroluminescent devices [1].

OMBD 1

magnetron
sputtering metallization

chamber

Heating

system chamber

glove
box

Sample preparation
under N2 or Ar

Fig. 1. Thin film processing technique: organic molecular beam deposition (OMBD).

2.2. Organic Materials

The molecular structures of the organic materials used in the present investigations are shown in Fig. 2. Molecular structures
of the materials shown in Fig. 2(a)-(h) are used as compounds for the fabrication of organic light emitting diodes. The metal
chelate complex Alqs (tris-(8-hydroxychinoline) serves as emitter material for the green spectral region. It is also suitable as
electron transport layer in double heterostructure devices. Preferentially hole transporting behaviour is observed for CuPc
(copper phthalocyanine) and TAD (N,N’-diphenyl-N,N ’-bis(3-methylphenyl)-1,1’-biphenyl-4,4’-diamine) [2]. It is possible
to realize a shift from a blue to a red OLED by doping 1-AZM-Hex with Eu(TTFA);Phen (0 wt%: blue, 5 wt%: magenta and



>10 wt%: red emission). As a new layer combination for highly efficient diodes, a layer sequence is used consisting of a hole
transport layer of the triphenylamine derivative starburst molecule @-TNATA {4,4’,4°-tris(N-(1-naphthyl)-N-phenyl-
amino)-triphenylamine], a thin electron blocking layer of o=NPD [N,N -bis(1-naphthyl)-N,N’-diphenyl-(1,1’-biphenyl)-4,4°-
diamine] and a coevaporated guest-host system of Alq; and of a substituted Quinachridone (N,N "-diphenyl-quinacridone) for
electron transport and emission. The Starburst compound yields very homogeneous and stable thin films with a high glass

transition temperature above 100°C which are well suited as hole injection layers due to the very low ionization potential of
only about 5.1 eV [3].
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Fig. 2. Molecular structures of (a) Algs, (b) CuPc, (c) TAD, (d) @>~TNATA, (e) 1-AZM-Hex,(f) Eu(TTFA);Phen, (g) NPD,
(h) Quinachridon.

3. Highly stable and efficient Organic Light Emitting Diodes
3.1. Principle of Operation

The principle of operation of organic light emitting diodes (OLEDSs) is similar to that of inorganic light emitting diodes
(LEDs). Holes and electrons are injected from opposite contacts into the organic layer sequence and transported to the
emitter layer. Recombination leads to the formation of singlet excitons that decay radiatively. In more detail, electrons are
injected from a low work function metal contact, e.g. Ca or Mg. The latter is chosen for reasons of stability. A wide-gap
transparent indium-tin-oxide (ITO) or polyaniline (PANI) [4] thin film is used for hole injection. In addition, the efficiency
of carrier injection can be improved by choosing organic hole and electron injection layers with a low ionization potential
(high HOMO (highest occupied molecular orbital) energy) or high electron affinity (low LUMO (lowest unoccupied
molecular orbital) energy), respectively. Charge carrier transport properties of organic thin films can rarely be improved
significantly by doping. Therefore, preferentially hole or electron transporting organic compounds with sufficient mobility
have to be used to transport the charge carriers to the recombination site. The efficiency of electron-hole recombination
leading to the creation of singlet excitons is mainly influenced by the overlap of electron and hole densities that originate
from carrier injection into the emitter layer. Energy barriers for electrons and holes to both sides of the emitter layer allow to
spatially confine and improve the recombination process. The generated singlet excitons will migrate with an average
diffusion length of about 20 nm [5] followed by a radiative or non-radiative decay.
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Fig. 3. Layer sequences and energy diagrams for OLEDs with (a) single layer, (b) single heterostructure, (c) double heterostructure, and
(d) multilayer structure with separate hole and electron injection and transport layers.

Embedding the emitter layer into transport layers with higher singlet excitation energies leads to a confinement of the singlet
excitons and avoids nonradiative decay paths, especially contact quenching. Doping of the emitter layer with organic dye
molecules allows to transfer energy from the host to the guest molecule in order to tune the emission wavelength or to
increase the luminous efficiency [6]. Efficient device operation do not only depends on the choice of molecules with
appropriate electronic and optical properties, but also on the design of the device structure. Fig. 3. shows the layer sequences
and energy level diagrams of different structures used for our investigations. Electroluminescence is already achieved with a
simple single layer device (Fig. 3(a).), however, the performance is poor since electrons and holes reach the opposite contact
and excitons are quenched at the electrodes. The two-layer or single heterostructure device (Fig. 3(b).) introduces a separate
hole transport layer. Holes are injected into the combined emitter and electron transport layer and recombine with electrons
near the interface. An optimum thickness is found for the combined layer [7] as a result of sufficient distance of the interface
to the metal contact and maximum thickness for a given operating voltage. The double heterostructure (Fig. 3(c).) well



known from laser diodes allows to confine both charge carriers and excitons. Unfortunately, energy barriers at the interfaces
still impede the transport of electrons and holes from the contacts to the emitter layer. The complex multilayer structure
shown in Fig. 3(d). has separate hole injection and transport layers to form a staircase-like path for holes. A similar layer
sequence is used for electron injection. The hole blocking layer prevents holes from penetrating into the electron transport

layers whereas the electron injection layer has an intermediate LUMO energy to enhance the electron injection from the Mg
contact.

3.2. Energy Level Measurement by UV Photoelectron Spectroscopy (UPS)

For the design and optimization of multiple-layer OLED structures information on the electron energy levels in organic
, materials are essential. Generally, different methods can be used to determine these energy levels experimentally:
Cyclovoltammetry of the investigated material, which has to be dissolved in an organic solvent, provides the oxidation and
reduction potentials, which approximate the HOMO and LUMO, respectively. A thin film surface may be examined in
| ultrahigh vacuum by means of a Kelvin probe or by UV photoelectron spectroscopy (UPS). While Kelvin probe
measurements determine the Fermi level of the organic surface, photoelectron spectroscopy yields the density of valence
states, from which the HOMO energy and the ionization potential can be deduced. The photoionization process is depicted
on the right side of Fig. 4. The HOMO and deeper electron levels are excited by incident photons, which are commonly
‘ generated by a Helium discharge lamp. The difference of the photon energy (He(I), 21.2 eV) and the electron binding energy
| accounts for a certain kinetic energy of the free electron. Usually, an electrostatic hemispherical or cylindrical analyzer is
| employed to determine the kinetic electron energy spectrum. The electron binding energies can easily be calculated from
‘ this. The secondary electron peak at the low-kinetic-energy side of the photoelectron spectrum is a measure of the vacuum
level at the sample surface. All energies are relative to the system Fermi level. Energy calibration is not trivial and is
‘ commonly done by measurements of clean metal surfaces.
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Fig. 4. Metal-organic interface: energy levels and photoionization.

Metal-organic and organic-organic interfaces can be studied with UPS. The subsequent deposition of an organic film allows
for the measurement of band bending at the interface. While in small molecule layers band bending is generally not found,
several authors have reported dipole layers at metal-organic interfaces. After determination of the metal work function Dy
and the vacuum level Eyac' at the metal surface, an organic layer is deposited in situ. Vacuum-level alignment cannot
generally be assumed at metal-organic interfaces. The vacuum-level shift A is directly seen as an energy shift of the
secondary electron peak. This is attributed to an interface dipole layer, which may be caused by chemical and/or
electrostatical interactions of the materials involved. From the photoelectron spectrum, the energy shift of the HOMO with
respect to the metal Fermi level (gry), the work function (€r,vac), and the ionization potential of the organic material are
determined.
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Fig. 5. OLED with an improved device structure.

3.3. Characterization and Device Performance

For device characterization, current-voltage and luminance (optical output power)-current characteristics are investigated for
cw-operation at room temperature and at normal ambient conditions. The luminance was determined with a Minolta LS-110
luminance meter. A large-area Si photodetector (Advantest) was used to measure the optical output power. The
electroluminescence spectra were recorded with a 200 mm monochromator or an Anritsu optical spectrum analyzer.

The internal quantum efficiency of the devices is estimated from the ratio of light generated within the structure to the light
detected by a photodetector with limited aperture. Only about 11 - 15% of the total emission is measured due to Fresnel
transmission losses, absorption, and total reflection at the interfaces. The results presented correspond to the measured
values and no corrections for losses are made.

Parallel to the investigations to find the optimal layer combination and thickness for a highly stable and efficient device, the
substrate preparation and the manufacturing process must be optimized in a similar way.

In the following will be described an optimized fabrication technique that leads to an improved device performance. Fig. 5.
shows a schematic view of the improved device structure. As the first step of the fabrication technique, the ITO coated glass
substrate is cleaned by boiling in organic solvents, ultrasonic agitation and heating. In the second step, windows of 3.14mm?,
which form the active areas of the OLEDs, are defined by conventional photolithography. The advantage of this structure is
evident. The active area of the OLED is completely encapsulated by the remaining photoresist and the overlapping top
electrode. Humidity and other ambient influences can also be excluded from causing a deterioration of the OLED
performance. An important advantage of the new device is the possibility to evaporate the organic layers and the top
electrode without any interruption of the UHV. The influence of the improved device on the performance will be shown by
the results of a green emitting single heterostructure device, which consist of a Starburst hole injection layer (60 nm) and an
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Fig. 6. Influence of a O,-plasma treatment on the current-voltage and luminance-current characteristics.
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Fig. 7. Different realized heterostructures for the (a) green, (b) blue and red standard device, and (c) red emitting microcavity device.

! Alg; combined emitter and electron transport layer (60nm). As top electrode a 120 nm Mg and a 120 nm Ag layer is used.
‘ Generally, an oxygen plasma treatment is implemented just before placing the substrate into the depositing system. In
| addition to the performance improvements due to the new device technology, the reactive ion etching treatment in an O,-
| plasma (100W, 2min) reduces the driving voltage by up to 4 V (Fig. 6.).

A typical layer sequence of a highly efficient green emitting device is depicted in Fig. 7(a). The single heterostructure device
consists of a @~TNATA hole injection layer, a a-NPD hole transport layer and an Algs combined emitter and electron

transport layer which is doped with typically <2 % substituted Quinachridone (Fig. 2(h).). Finally, a 120 nm Mg and a
120nm Ag are deposited to form the top electrode.
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Fig. 8. The current-voltage and luminance-current characteristics of a green emitting high efficient Alg3:Qd device.

The current-voltage and luminance-current characteristics of the green doped single heterostructure (0~-TNATA, o-NPD,
Alq3:Qd) are shown in Fig. 8. The inset shows a magnification of the lower voltage/current regime. Note the low turn-on
voltage of about 2.7 V and the high luminance up to 210° cd/m? (cw, RT). The luminance efficiency versus current density
characteristic of such a device is depicted in Fig. 9. attaining a value as high as 7 Im/W at about 3.4 V and a luminance of 50
cd/m?. Fig. 10(a). shows the electroluminescence spectrum of the green Qd-doped OLED with a peak wavelength of 520 nm
and a half width of 45 nm and an undoped Diode (60nm Starburst, 60 nm Alqs) with a peak wavelength of 535 nm and a half
width of 105 nm.

The improved device structure of Fig. 5 combined with an optimized layer sequence leads to highly stable diodes regarding
to the lifetime of the device under N, atmosphere. Fig. 11. shows a typical lifetime characteristic of an undoped device. The
diode is operated with a current-stabilized ac-driving scheme at a time-averaged luminance of 100 cd/m2 Two major aspects
have to be pointed out: neither an exponential slope at the beginning of the measurement has been observed nor a
degradation during the first 4500 h. The device suddenly failed at 5000 h. A slight voltage shift of about 2 V during the total
operation time is observed.
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Fig. 11. Typical lifetime result of an undoped green Alg; OLED.

In addition to the optimization of the preparation and manufacturing technique of the green Alq;-OLED, first steps are made
to generate different colors to build a RGB-display (Red, Green, Blue)

One host material (1AZM-Hex) is used for two colors, in which a color shift from the blue to the red is realized by doping
the host material with Eu(TTFA);Phen in amounts of 0 wt% to 20 wt%. Fig. 10(b). shows the different emission spectra of
an OLED dependent on the guest material concentration. The OLED layer structure is depicted in Fig. 7(b). It is to recognize
that the electroluminance spectra of the 1-AZM-Hex decreases and the Eu(TTFA);Phen spectra appears with the increase of
the concentration of the Eu complex and the emission color shifts from blue (0 wt%) over magenta (5 wt%) to red (>10
wt%). Saturation and quenching caused by the Eu complex explains the decrease of the luminance and the higher driving
voltage by raising the dopant concentration (Fig. 12).
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Fig. 12. Current-voltage and luminance-current characteristics of the Eu(TTFA);Phen (0 wt% -> 20 wt%)-doped
1-AZM-Hex guest-host system.

By sandwiching emissive organic layers into a planar Fabry-Perot microcavity, quantum eletrodynamical effects offer
intensity enhancement and spectral narrowing and spatial redistribution of the emission occur. The microcavity is formed by
a semitransparent dielectric Bragg reflector (stack of 3.5 A/4 pairs of TiO,/SiO, layers) and a highly reflective, non
transparent mirror: the Mg/Ag cathode. Especially the investigation of a microcavity OLED with an active layer which
already has a narrow emission spectrum is interesting for applications requiring saturated colors and/or directive emission,
e.g. fiber communications or optical computing [8-10]. The advantage of a material with a narrow emission spectrum
compared to a broad one is that there is no spatial color shift but a distinct directed emission.
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Fig. 13. shows the angular dependent emission characteristic of a simultaneously processed conventional OLED and a
microcavity OLED (CuPc, TAD, 1- AZM-Hex: EU 10%wt), for which the film thickness of the multilayers is chosen to
obtain a resonance at 610 nm (Fig. 7(b,c).). The electrical and luminance characteristics are compared in Fig. 14. The spatial
integrated emission intensity of the cavity device (anisotropic radiation) is slightly enhanced compared to the conventional
device (isotropic radiation) while the current density vs. voltage curves are not influenced. The narrow electroluminescence
spectra of the Eu complex does not change by placing the emission layer into a microcavity device.

300 cd/m’|

TmA/cm2— cavity 300
——————— non-cavity

200+ T
& 8 200
c
o g
2 100f £
5 3 100
=
3
o

0 0 .
0 5 10 15 20V 25 0 100 mA/cm?2 300
voltage ——» current density —»

Fig. 14. Current-voltage and luminance-current characteristics of red emitting OLEDs with a Eu(TTFA);Phen (10 wt%) doped 1-AZM-
Hex guest-host system as emission layer in a cavity structure in comparison to a non-cavity structure.

3.4. Micro-Patterning Method for Display Applications

Multilayer organic light emitting diodes have the ability to compete with other emissive technologies, e.g. plasma, vacuum
fluorescence, or inorganic thin film electroluminescence displays. A luminance exceeding 100-1000 cd/m® and a luminous
efficiency of 1-2 Im/W to 5 Im/W required for indoor and outdoor flat panel applications [11], respectively, are possible.
Low information content displays, e.g. alphanumeric displays, or sign boards, can be fabricated by photolithographic
definition of contact patterns of OLED structures. Lightweight and flexible polyaniline (PANI) substrates are suitable for
organic electroluminescent displays and offer a large potential for applications.

A possibility to design a display with organic light emitting diodes is a matrix pattern with rows as anode and columns as
cathode. To attain the resolution required for example for alphanumeric displays in cellular phones, the pixels must be
defined in micrometer dimensions. Therefore, a reproducible patterning by a conventional shadow mask is too complicated
because of the high mechanical accuracy required. If the columns of the cathode are defined by an etching or lift-off process
after the deposition of the organic multilayers and top electrode, the organic layers would be damaged or totally destroyed
by the highly reactive metal etchant or dissolved by organic solvents used in a lift-off process. It follows, that the substrate
must define the rows and columns by itself. The ITO anode is structured by an etching process using HCI whereas the rows
of the matrix are defined by the remaining photoresist of a conventional photolithography process.



The columns are created by the evaporated organic and top electrode layers extending over the total substrate area. They are
separated by 2um high edges built of SiO, which is also structured by a lithography process and evaporated under
UHV(Fig.15.). SiO as cathode separator is very stable and the substrate is free of organic materials, so that the matrix
structure can be cleaned by organic solvents just before the deposition of the organic layers and the top electrode. With this
|
|
|
\
]

method, first studies of prototypes are made with a 5x7-matrix display (Fig. 16), which has a pixel size of 300um x 300um
and a pixel spacing of 100pum . '
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Fig. 15. The substrate structure of an organic matrix display.
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4, Summary

Organic light emitting diodes for the visible spectral region with various multilayer structures were presented. All devices
were fabricated by using organic molecular beam deposition technology, which offers ultra-high vacuum growth conditions,
precise layer thickness control, the possibility of substrate cooling, and therefore, allows the deposition of homogeneous and
smooth organic thin films.

Regarding the operation and performance of OLEDs, improved heterostructure devices lead to drastically increased
luminous and quantum efficiencies compared to single layer devices. Blue, green, and red emitting OLEDs based on 1-
AZM-Hex (blue), Quinachridone doped and undoped Algs (green), and Eu(TTFA);Phen doped 1-AZM-Hex (red),
respectively, showed maximum efficiencies of 7 Im/W. Luminances exceeding 1000 cd/m® and lifetimes sufficient fiir
consumer electronics make organic light emitting diodes promising candidates for light-weight flat-panel displays.

As a consequence of the results attained with single OLED devices, first successful investigations for a micro-patterning
method for display applications were described and a first prototye of a monochrome display was presented.
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Growth of InGaAlIP HB-LEDs in a Large Scale Production Reactor

S. Li*, D. A. Collins, S. Vatanapradit, M. Ferreira, P. Zawadzki, R. A. Stall,

1. Eliashevich, and J. E. Nering
EMCORE Corporation, Somerset, NJ 08873

ABSTRACT

The theory, structure, and current manufacturing technologies for InGaAlP high brightness light emitting diodes
(HB-LED) emitting in the range of 650 to 585 nm are described in this paper. A state-of-the-art HB-LED MOCVD reactor
designed for high volume m"anufacturing (42 - 2" or 16 - 3" wafers) is demonstrated. Data for thickness and compositional
uniformity and reproducibility are presented showing the material quality and reactor stability that can currently be achieved.
In addition, device data for InGaAIP HB-LEDs is reported, including brightness, forward voltage, and emission wavelength
with excellent intra and inter wafer uniformity and run ~ to - run reproducibility.

Keywords: MOCVD, HB-LED, InGaAIP, MQW, DBR, rotating-disc- reactor
1. HB-LED STURCTURE AND TECHNOLOGY

The structure of a typical high brightness (HB) InGaAIP LED has been described by Chang et.al." . The full
structure is composed of 6 parts: a GaAs substrate, a distributed Bragg reflector (DBR), an n-type cladding layer, an active
region, a p-type cladding layer and a transparent GaP current spreading layer.

1.1. Substrate and DBR Reflector

GaAs is commonly chosen as the substrate for InGaAIP based HB LEDs because the quaternary InGaAlP can be
perfectly lattice matched to GaAs. This permits the growth of high quality quaternary materials with low defect densities on
an inexpensive, high quality substrate. Since GaAs absorbs the photons emitted from the active region, a highly reflective
DBR is grown between the substrate and the active region. Both AlGaAs and InGaAlP material systems have been used to
grow DBR reflectors; but AlGaAs is normally preferred because it has a higher reflectivity due to its larger refractive index
difference between low and high Al content layers, better thermal conductivity, lower cost, and wider growth parameter
window than the InGaAIP quaternary. High reflectivity DBRs can always be grown by increasing the number of layers in the
DBR design; but there is a trade-off in series resistance, thermal dissipation, and cost. It should be noted that the series
resistance is proportional to the number of DBR periods while the reflectivity of the DBR is highly asymptotic. In practice,
the number of DBR pairs is optimized to maximize the reflectance within an allowable series resistance range. Typically,
this optimization produces DBRs with reflectivity around 97% with minimal impact on the series resistance of the device and
the cost of the epitaxial growth process.

1.2. Cladding Layers

Typically, both the n- and p-clad layers are composed of InGaAlP with same Al content. In practice, the Al content
of the cladding layers is chosen to optimize the efficiency of carrier injection to the active region. In addition, clad doping
optimization is important for obtaining low LED forward voltage and high LED brightness. Higher doping reduces the LED
operating voltage, but it may reduce LED brightness through free carrier absorption and diffusion into the LED active region.
Conventionally, Se, Te, and Si are used as the n-type dopant, but it should be noted that Se-donor binding energy is a
function of Al content’® with the binding energy increasing sharply between x~0.3 to x~0.4. For the p-clad layer, Zn, Mg, and
Be are the common acceptor dopants. The difficulty of p-type doping increases as the Al content of the quaternary increases
(x>0.8), especially for Zn and Mg. For Zn, the acceptor binding energy linearly increases with Al content and results in very
low conductivity for films with high Al content. Both Mg and Be have been used successfuily to dope high Al content
quaternaries, but controlling the Mg doping can be difficult due to it’s complicated doping mechanism®. Additional factors to
be considered include diffusion and hydrogen passivation of Zn and Mg.
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1.3. Active Regions — DH and MQW

Nominally undoped structures are grown between the n- and p-clads to form the LED active region. Two types of
structures are widely used: double heterojunction® (DH) and multi-quantum wells® (MQW). A DH active region is a single
bulk InGaAlP quaternary layer, where the Al content is determined by the desired emission wavelength with shorter
wavelengths produced by higher Al content’. On the other hand, an MQW active region is composed of lower Al content
quaternary quantum wells and higher Al content barriers, where the well width and composition are optimized for the target
emission wavelength and the barrier width and composition are optimized to obtain desired carrier confinement and well
coupling for high brightness. In practice, barrier compositions of about 60 to 70% Al are normally used to achieve the best
carrier confinement because the direct and indirect bandgap crossover occurs in this range. Quantum wells with compressive
strain (CS) obtained by increasing the indium content of the well are also widely used, especially for high-speed applications’
because compressive strain lifts the valance band degeneracy of the well and reduces the heavy hole effective mass. Issues
associated with dislocation generation and wavelength shift in the CS MQW structure can be addressed by adjusting the
amount of strain in the wells and the Al content and the well thickness. It should be noted that as the Al content increases in
the active region the radiation efficiency decreases rapidly, which is mainly caused by the decrease in the separation between
direct and indirect bandgap and the increase of the sensitivity to oxygen contamination.

1.4. Window Layer

The top layer of an HB LED is a transparent window layer, which not only serves as a current spreading layer to
provide uniform carrier injection into the active region but also permits more light to leave the active region. Moreover, the
metallic contact, which is opaque and small, is formed directly on the window. Therefore, window optimization plays a
critical role in LED performance. Normally, GaP is used for the window layer due to its wide band gap. Doping and
thickness of the window layer are optimized to prevent current crowding underneath the contact and enhance light extraction
while avoiding free carrier absorption. Detailed studies of GaP window thickness, doping, and its effects on device
performance have been published elsewhere.®

2. HB-LED MANUFACTURING IN LARGE SCALE REACTOR

The data presented here were obtained from wafers grown in a large-scale production grade MOCVD reactor, the
EMCORE E-400 reactor, which can hold up to 42, 2 inch or 16, 3 inch wafers, as indicated in Fig. 1. The E-400 system is a
large diameter vertical flow rotating disc reactor (RDR) consisting of a gas injection inlet and a horizontal susceptor spinning
at a relatively high velocity. RDR reactor characteristics have been described in detail by Breiland et.al'®. Under proper
operation, the fluid dynamics of the reactor are characterized by highly reproducible and uniform boundary layer flow
providing excellent compositional and growth rate uniformity across the entire growth area. Specially designed source gas
manifolds permit abrupt switching of the source gases and the laminar flow patterns in the reactor preserve these abrupt gas
fronts allowing the reactor to grow high quality superlattices and thin quantum wells with excellent interface abruptness and

reproducibility.

Figure 1. Wafer carriers showing the reactor capacity of each run. (a) 2” - 42 pocket wafer carrier, (b) 3” - 16 pocket wafer carrier

2.1. Thickness Uniformity

Thickness uniformity is controlled by the growth rate uniformity of the reactor and the growth rate uniformity can
be evaluated by examining the uniformity of the DBR reflector passband center wavelength. For a 625 nm DBR, a 0.8%
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thickness uniformity corresponds to 5 nm variation of the passband center wavelength. In this work, the typical wafer to
wafer thickness uniformity is about 0.5%, as shown in Fig. 2. This level of uniformity can be easily obtained even following
routine reactor maintenance as shown in Fig. 3, where the thickness uniformity is optimized within three calibration runs.
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Figure 2. Typical DBR mirror passband center map from inner, middle and outer wafers of a 2 38 pocket platter run, where the wafer
thickness uniformity is defined as the ratio of standard deviation of the DBR passband center to its average.
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Figure 3. Thickness uniformity profile vs. run number after routine maintenance, where A48 and A56 refer AlGaAs with Al content of 48%
and 56%; A100 refers AlAs; Q15, Q30, and Q80 refer InGaAIP with Al content of 15, 30, and 80%.

2.2. LED Wavelength Uniformity

LED wavelength uniformity is controlled by both composition and thickness uniformity. For example, an 1%
increase in Al content results in about 2 nm PL wavelength decrease, while an 1% indium increase results in about 2 nm PL
wavelength increase. It should be noted that indium content is a function of growth temperature as well. Moreover, wafer to



wafer thickness uniformity also affects the MQW LED emission wavelength uniformity'’. For typical LED structures
emitting at 625 nm, the wavelength uniformity is controlled to within 1 nm (standard deviation). Fig. 4 shows a typical
wavelength calibration map in which one wafer from each ring of a 50mm x 38 piece wafer carrier is measured. In the data
of Fig. 4, a 2 mm edge exclusion was used and the wavelength variation (c) was < 1 nm.
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Figure 4. PL wavelength map from inner, middle, and outer ring of a 2” 38 pocket platter run

A common problem with the use of TMIn in MOCVD is the drift in the transport efficiency of TMIn from the
bubbler to the reactor over time (Fig. 5). This difficulty is avoided in this work by using a commercially available gas phase
alkyl concentration monitor interfaced to the reactor control system for real-time control of the TMIn molar flow into the
reactor. There is mo compositional change in the growth even though the TMIn bubbler efficiency is unstable. The
reproducibility of the LED wavelength uniformity using the closed loop TMIn controller is demonstrated in a series of LED
tuns, as shown in Fig. 6, where between 3 and 42 wafers from each run were mapped for wavelength uniformity. It should be
noted that the PL and EL peak wavelengths of an LED are very closely correlated, so wafer PL uniformity translates to LED

device emission wavelength uniformity. A detailed description of TMIn feedback control mechanism used in this work can
be found elsewhere'?.
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2.3. LED Performance
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With the control of thickness, wavelength and doping uniformity demonstrated, a set of 14 consecutive runs of
yellow (593 nm) LEDs with no DBR were conducted in a 42, 2 inch platter following 2 optimization runs. The brightness at
20 mA was analyzed according to a commonly used manufacturing index (Cpk), as shown in Fig. 7. The corresponding
operating voltage and the analysis on its moving range are shown in Fig. 8. The statistical study indicates that both the
manufacture capability of the HB LED and the reproducibility of the reactor are very promising. Figs. 9 and 10 show typical
brightness and operating voltage (20 mA) of selected LED wafers with an AlGaAs DBR grown in 2” 38 pocket platter and 3”
16 pocket platter, respectively. The wafer position in the carrier is indicated with arrows. It is obvious that E-400 production
scale reactor is capable of growing HB LEDs with constant high brightness and low forward voltage.

Figure 6. Photoluminescence measurements for 9 consecutive runs at 3 different wavelengths (red, orange, yellow).
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Figure 7. Yellow (593nm) LED brightness @ 20 mA for consecutive runs and analysis on capability for manufacturing.
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Figure 8. Yellow (593nm) LED forward voltage @ 20mA for consecutive runs and analysis on capability for production.
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Figure 9. Wavelength, voltage and brightness from a red LED run (outer and inner wafers). Measurements were done after wafer
processing.
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Figure 10. Wavelength, voltage and brightness from a yellow LED run (outer and inner wafers). Measurements were done on fully
fabricated LEDs after wafer processing.

In both development and production, it is helpful to monitor the epitaxial growth process as carefully as possible. In
addition to the data logging capabilities of the reactor control system, the reactor is equipped with a spectral interferometer
(Epimetric) used to measure the growth rate and surface morphology during the growth process. Fig. 11 shows the Epimetric
profile of a typical LED grown with an AlGaAs DBR reflector. The data can be used to monitor the growth rate of individual
layers and serves as useful monitor during calibration runs or a quality tracking mechanism for production runs. A more
detailed description of the use of spectral interferometry for monitoring epitaxial growth can be found elsewhere'.
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Figure 11. Interferogram of a typical LED growth run recorded at 900 nm used in both LED structure development and for production
quality monitoring. The oscillations are used to calculate the growth rate and the average reflectivity is a qualitative measure of the surface
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In addition to MOCVD, a variety of epitaxial growth technologies have been used for HB LEDs. Molecular beam
epitaxy'* (MBE) has been used for HB LEDs, but is not typically used in production environments. Liquid phase epitaxy'’
(LPE) and chloride vapor phase epitaxy'® (VPE) may also be used for LED manufacturing, but it is rather difficult if not
impossible to grow DBR and MQW structures required for high performance by these techniques. The EMCORE E-400
TurboDisc reactor system has opened a new era in HB LED manufacturing with its unique characteristics of good uniformity,
good quality control, high stability and reproducibility, low maintenance frequency, low cost, and ease of operation.
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ABSTRACT

We report on electroluminescence (EL) and photoluminescence(PL) studies of arsenic rich InAs,,Sb,
heterostructure LED’s for the MIR region. Single-quantum-well (SQW) LED’s have demonstrated
300K of ~24uW and ~50uW at ~Sum and ~8um, respectively, with corresponding internal quantum
efficiencies of 0.8% and 1.6%. We also demonstrate 4.2pm, 300K emission from strained-layer
superlattice (SLS) LED’s with AlSb electron confining barriers with output powers > 0.ImW. In
reverse bias, these SLS devices exhibit negative luminescence efficiencies of ~ 14% at 310K.

Keywords: Mid-infrared, LED, Negative luminescence, InAsSb, AlSb.
1. INTRODUCTION

Room temperature LED’s and LD’s are desired for many applications including trace gas analysis. It
is feasible that compact, inert, efficient, ‘modulatable’ solid state devices with emission wavelengths
tuned to the strong gas absorption features such as CO, (4.2pm), CO (4.9um), NO, (6.3um) and SO,
(7.4pm) could replace the black-body thermal emission sources currently employed'. The successful
application of LED’s and LD’s depends on their ability to achieve the performance criteria demanded
by gas sensing systems which include ambient temperature operation, sufficient spectral brightness,
spectral stability and longevity.

In an attempt to achieve high output powers, most research has been focused on the development of
laser devices. Of the III-V materials, InAs, ,Sb, has the narrowest band gap (107meV) which permits
interband emission out to A ~ 12um. In(As,Sb) LD’s have been demonstrated for the 3-4pum region at
temperatures up to 175K (cw) at threshold currents densities? as low as 30 A/cm?, and output powers of
~1W?. Lasing beyond 3 um has also been achieved in InAs/(Ga,In)Sb type-1l cascade structures up to
286K* by pulsed electronic injection. Despite this progress, room temperature, quasi-cw lasing beyond
~3um from interband devices has yet to be achieved, partially due to the presence of intrinsic non-
radiative Auger recombination channels which result in low characteristic temperatures ( T, ~ 30-50K )
for the threshold current density.

Recently, inter-subband (AlIn)As/(In,Ga)As cascade LD’s have demonstrated 3-11um *%”* emission
at temperatures as high as 320K. The dominant non-radiative channel in these devices is through the
emission of optical phonons and as such they are much less sensitive to temperature (T,~100K).
However, the fundamental loss mechanisms within these devices result in the pulsed (~50ns) threshold
current densities of ~0.75kA/cm? which are already approaching the theoretical optimum. Lower
threshold and hence CW operation still remains a challenge for these devices.

Although LD’s offer high powers, the demanding requirements for spectral stability (and hence CW or
quasi-CW operation) may prohibit their application in gas sensing systems. Small fluctuations in the
dominant lasing mode with varying temperature may reduce the ultimate accuracy of a LD based gas
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sensing system. Conversely, the spectral stability of LED’s makes them more favourable, and their
wide line-width may prove beneficial as the shoulders of the emission which lie away from the
absorption feature could be used as reference against which variations in the device brightness and
atmospheric scattering losses could be eliminated .

In(As,Sb) LED’s have achieved emission beyond 4.2 pm at 300K’, with maximum powers of up to
1mW™. Longer wavelength, A~5.5um"!, InSb p-i-n LED’s have also been demonstrated at room
temperature with internal efficiencies of ~5%, and similar devices have been successfully incorporated
into prototype NO, gas detection systems'.

Under reverse bias, LED’s can demonstrate ‘negative luminescence’ (NL)"®. The efficient extraction
of thermally generated carriers from their active regions reduces the net carrier concentration,
specifically the np product therein. Since the thermal equilibrium between the semiconductor and the
surrounding thermal radiation is primarily through absorption and emission by the carrier population,
this reduction in np results in a net absorption of thermal radiation. From most practical purposes
reverse biasing the LED affects it’s opto-electronic properties as if it had been instantaneously cooled,
even though the lattice may still be at or above room temperature . The spectral shape under reverse
bias is similar to the forward bias emission spectrum and, since most gas sensing applications require
modulated IR signals in any case, NL devices may be equally as useful for gas sensing applications.
The strong increase in the available NL device powers with increasing temperature and wavelength
may them the preferred choice for high temperature and/or long wavelength applications.

The 300K performance of these narrow gap devices, as with the lasers, is limited by non-radiative
Auger recombination. Various methods of Auger reduction have been proposed, including strain
modification of the bandstructure' . Theoretical calculations have predicted a reduction: in the Auger
recombination for type II heterostructure devices '*, and experimental time resolved pump-probe
studies of InAsSb/InAs type II superlattices ' have shown 10-100 fold reduction in Auger rates
compared with InSb samples with comparable band gap.

If these methods of Auger suppression are to be employed successfully then accurate knowledge of the
band parameters of InAsSb/InAs heterostructures system is required. Following detailed magneto-
absorption '’ and magneto-photoluminescence’ studies of InAsSb/InAs quantum well (QW) and
strained layer superlattice (SLS) samples, we find that a type ILa ( electrons confined in the alloy )
exists between the binary and arsenic rich alloys. The QW samples investigated showed preferential
recombination in the narrow alloy regions rather than the microns of InAs in which they were

embedded, and this initial encouraging result from PL motivated the SQW LED studies presented
here.

Previous LED studies have also shown that the incorporation of electron confining barriers improves
the high temperature internal conversion efficiencies . Here we report on the development of 4.2um
SLS LED’s for CO, detection, and investigate the effectiveness of an electron confining barrier in
improving device performance. We also analyse the negative luminescence characteristics of these
devices, and consider the effect of the barrier under reverse bias.
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2. EXPERIMENTAL DETAILS
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Figure 1. Schematic band profile of SQW LED Figure 2. Schematic band profile of SLS LED

2.1 Growth

All the samples were grown by molecular beam epitaxy (MBE) in 2 VG Semicon V80H machine
employing uncracked As and Sb sources on p-type InAs [100] substrates zinc doped to 10" cm?, at
growth temperatures between 450-465°C. The epilayers were doped p-type and n-type with Beryllium
and Silicon, respectively.

The two pseudomorphic SQW samples had the same layer thicknesses and doping concentrations and
differed only in the alloy concentrations of the wells. The nominal Sb concentrations of x = 0.25 and x
=(.166 were obtained by varying the As/Sb flux ratio. The device structure was as follows (see figure
1): 1.8pum of p-type (5x10'® cm™ ) InAs; 0.5um of undoped InAs; 16nm of undoped InAs, ,Sb,; 0.5 pm
of undoped InAs; 1.0um of n* -type InAs.

Two SLS samples were grown, one of which incorporated an AlSb electron confining barrier (IC621 in
figure 1), and a second sample, with no barrier which acted as a control (IC622). The superlattice
period of 12nm InAs/ 12nm InAs, o,5Sb, g5 Was designed for peak emission at 4.2um (at 300K) for CO,
gas detection. The 20nm AlSb barrier is designed to be sufficiently thick to prevent electron tunnelling
whilst not exceeding the critical thickness according to Matthews and Blakeslee (~60 nm assuming
~2% SLS/AISb mismatch). The barrier is p-doped to ensure that the majority of the band offset occurs
in the conduction band for maximum electron confinement. The best growth quality was obtained at a
growth temperature of 465°C, whilst a 15 sec. pause before and after the AlSb growth was sufficient
for Sb flux stabilisation.

After growth, high resolution X-ray diffraction (HRXRD) studies were used to evaluate the
composition and quality of the samples before they were processed into devices. Fitting the rocking
curves to computer predictions confirmed pseudomorphic growth of the SQW wafers, with QW alloy
concentrations of x=26.0% and x=16.6% for IC597 and IC598, respectively, in good agreement with
the intended compositions of 25.0% and 16.3%.

The HRXRD results for the superlattice samples confirm the superlattice period as 24nm, and the
presence of high contrast satellite peaks up to fifth order confirm the high quality of the superlattice.
The Sb concentrations within the alloy layers obtained from the X-ray data are x=8.2% for 1C621 (the
“barrier” sample), and x=8.6% for IC622 (the “control”).




2.2 Luminescence Measurements

For electroluminescence measurements, the samples were fabricated into 600 um diameter mesas using
conventional photolithographic wet etch technology, and a non-alloyed Cr/Au top annular contact was
evaporated onto the top n* InAs epilayers. The back contact was provided by Indium pressing the
samples onto TO5 headers, the pins of which were connected to the annular metallisation using a 25pum
Au wire wedge bonder. The devices were driven at peak currents of 1.5Amps at 20 kHz (5-50% duty
cycle). For the negative luminescence (NL) device studies, the same device processing technique was
used but with larger 4mm diameter mesas. For photoluminescence studies, unprocessed samples were
excited using a 987nm (InGa)As laser diode capable of providing up to 500mW, modulated at ~20kHz
(50% duty cycle).

The samples were mounted in a closed cycle He cryostat (fitted with CaF, windows) and the
luminescence was focused using mirror optics into a Bomem DA3.02 Fourier transform infrared
spectrometer operating in double modulation mode. The modulated luminescence emerging from the
spectrometer was focused onto either an InSb photodiode (cut-off 5.5um) or a CMT photoconductive
detector (cut-off 12um).

LED power outputs were measured with a simpler optical arrangement comprising of only a calibrated
detector, to eliminate collection efficiency errors. The detector signal was integrated over all forward
solid angles, and corrected for detector response and atmospheric absorption features to obtain the total
device powers. In calculating the internal quantum efficiencies, it is assumed that the fraction of
luminescence escaping from the device is given by' 1/n(n+1)?, which for ny,=3.6, gives MNextMine,
=0.014.

3. RESULTS AND DISCUSSION

3.1 Single Quantum Well LED’s

The 9K EL results for IC597 ( Sb%=26.0% ) and IC598 (Sb%=16.6%) are illustrated in figures 3 and
4, respectively. Under low forward bias, both samples show peaks associated with recombination in the
InAs at ~420 meV ( and associated defects at 400meV ), and lower energy InAs, Sb, QW peaks at
148.3 meV and 235.2 meV for IC597 and IC598, respectively. The later values are much lower than
the strained band gaps of the alloys of 269 meV and 312meV. We believe that this emission at
energies significantly below the alloy band gaps is due to spatially indirect type II recombination of
electrons confined within the alloy and holes residing in the surrounding InAs ( see inset in figure 4).

The band offset between the strained binary and the alloy can be described by V7,

AE,, 1
QD(V) B E InAs -é )lnA:Sb ( )

where E_, Is the strained band-gap of the material, AE, is the conduction (valence) band offset, and
Qg is @ constant with a value dependent on the magnitude and sign of the offset. By fitting
theoretical absorption curves to experimental magneto-absorption* data, a Q. =2.06 £ 0.11 was
found. From calculations which include the effects of non-parabolicity and strain, and assuming this
value of Q. we calculate transition energies of 151 meV and 234 meV for IC597 and IC598
respectively, in good agreement with the experimental data of figs 3 and 4..

At low temperatures (9K) the overall LED emission spectra are dominated by the InAs related
emission at ~420 meV (figures 3 and 4 inset) probably due to radiative recombination at the p-type/v-
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type interface. Because of low mobility or carrier freeze-out, the n.p product in the vicinity of the QW

is low in these circumstances. At higher excitation densities, the emission from both the SQW LED’s
shows a blue shift of up to 40meVdue to band filling effects.
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Figure 3. 9K emission spectra from a SQW LED from
wafer IC597 ( QW alloy concentration 16.6% Sb).

Figure 4. 9K emission spectra from a SQW LED from
wafer IC598 ( QW alloy concentration 26 % Sb).
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Figure 5. Temperature dependent emission spectra
from a SQW LED from wafer IC597 ( QW alloy
concentration 16.6% Sb).

Figure 6. Temperature dependent emission spectra
from a SQW LED from wafer IC598 ( QW alloy
concentration 26% Sb).




The LED spectra also blue shift with increasing temperature (figures 5 and 6). This blue shift is
accompanied by an increase in the intensity of the QW emission relative to that of the InAs. In
contrast, the temperature dependent PL data for IC598 (dashed spectra in figure 6) at a fixed excitation
intensity, show no temperature blue shift. This implies that the temperature dependent spectral shifts
and peak intensity changes observed in EL reflect primarily variations in the QW carrier
concentrations, and are only weakly affected by temperature dependent band structure changes. As the
temperature is further increased, the QW emission intensity relative to the InAs feature goes through a
maximum at ~150K (IC598) and ~300K( IC597). The difference between these temperatures is
probably due to an superior confinement characteristics of the deeper well in IC597.

Room temperature powers of 24pW + 3.6 and 50uW + 7.5, were obtained for IC597 and IC598,
respectively, with corresponding internal conversion efficiencies of 0.8% and 1.3%.

3.1 SLS Photoluminescence data. .

Two peaks are observed in the low temperature PL spectra (figure 7); the high energy peak at 339 meV
is associated with the band-to-band SLS transition observed in the LED’s from the same wafer. There
is also a slightly lower energy peak at 322 meV, the temperature dependence of which suggests
recombination from a defect-related state. Assuming a simple hydrogenic model for defect state
energies, the 17meV separation between these two peaks suggests an acceptor related transition.

In an attempt to find the origin of this transition, the PL sample was etched down to various depths
within the SLS structure and PL measurements repeated. Once etched past the top n* region, the low
energy peak disappeared (see dashed spectra in figure 7). The presence of a deep level acceptor state
within a n-type region may be due to the formation of an acceptor like state by Si due to its amphoteric
nature in heavily doped InAs. A red-shift with increasing temperature is observed in the PL under
constant excitation conditions.
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Figure 7. IC621 temperature dependent PL Figure 8. IC621 temperature dependent EL

3.2 SLS LED’s - The Effect of Electron Confining Barriers

The low temperature (9K) LED spectra for both devices (figure 8) showed strong SLS band-to-band
emission at 338meV and 332meV for IC621 and 1C622, respectively. The 6meV difference between
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the two being due to the slightly higher Sb concentration in 1C622, as measured by HRXRD. No

significant blue shift in the emission energy of either device was observed at high excitation densities.
As in the PL data (figures 7), the LED emission red shifts towards longer wavelengths with increasing
temperature.

Although the shape of the LED spectra varies very little between the two devices at a given
temperature, figure 9 illustrates the contrast in efficiency between them with increasing temperature.
At 9K, the efficiencies of the devices are identical within experimental error but by 300K the “barrier”
device is ~3.5 more efficient than the “control” LED. We attribute this improved efficiency to the
successful exclusion of electrons from the heavily dislocated p-SLS buffer region where the probability
of non-radiative recombination is high.

Figure 10 illustrates the accuracy with which the SLS peak emission energy has been engineered to
coincide with the CO, absorption feature. The 300K L-I curve for the “barrier” LED is illustrated in the
inset of figure 10 from which we obtain powers of 73uW/A ( n;,=2.8% ) up to a maximum output
power of 140pW.

3.3 Negative Luminescence

In reverse bias, these SLS samples demonstrate “negative luminescence”. Comparison of the forward
and reverse bias spectra (figure 11) show very little difference in shape. This is to be expected since no
blue shift in the forward bias spectra was observed even at high injection.

The negative luminescence powers, measured at S00mA reverse bias current, were 1.65 and 2.08uW
at 300K for IC621(“barrier”) and IC622 (“control”) respectively. The ratio of the internal efficiencies
of the devices (Myurier / Neomsol) UNder forward bias was 3.5, but in reverse bias it was only 0.8 £ 0.1.
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Figure 9. Variation in njp¢, for IC621 & 1C622 Figure 10. 300K EL (and L-I curve) for IC621

The NL intensity depends on the degree to which the np product in the active region has been reduced
by carrier extraction. Auger-generated minority carriers in the n- and p- contacting layers reduce the
extraction efficiency. Since our active region is residually n-doped, Auger generated holes in the n-



contact have a larger effect on this np product than do Auger generated electrons in the p-contact. This
explains why the electron barrier has a negligible enhancement on the NL efficiency; the observed
slight reduction is probably due to slightly inferior growth quality due to the presence of the AlSb
layer.

The low duty cycle L-I curves at various temperatures for IC622 large area negative luminescence
device are shown in figure 12. As expected, the maximum power obtainable from the devices
increases with increasing temperature, ranging from 0.2uW at 250K to 6.0uW at 310K. These curves
demonstrate a saturation in the maximum amount of power obtainable at a given temperature, but
measuring the RB saturation point accurately is complicated by the effects of device heating with
increasing reverse bias current on the NL spectra. From the I-V curves, we have extracted the reverse

;.
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Figure 11. NL spectra for 1C622 at 300K and Figure 12. NL L-I curves for 1C622 at T=250-
320K 300K

bias saturation currents, I, and plotted them on the L-I curves in figure 12. As we can see there is a
strong correlation between the I, values and the reverse bias currents at which the NL power output
starts to saturate.

4. CONCLUDING REMARKS

We have demonstrated significant improvements in the 300K performance of InAs, Sb,
heterostructure LED’s at Mid-IR wavelengths suitable for trace gas detection. SQW LED’s have
demonstrated excellent capture and confinement characteristics at wavelengths up to 8um, with
pseudomorphic QW alloy concentrations comfortably within the strain budget imposed by the InAs
substrate. SLS LED’s have demonstrated improved power outputs at wavelengths suitable for CO,
detection at 300K as a result of improved growth, whilst the incorporation of A1Sb electron confining
barriers has improved device performance by ~3.5 fold. The negative luminescence capabilities of
these devices are also encouraging, especially at higher temperatures. Despite the progress detailed in
this report, the performance of these devices is still thought to be limited by the growth quality of this
relatively immature material system, and further improvements in fabrication technology are expected
to improve performance to a level more suitable for gas sensing applications.
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ABSTRACT

This paper reports the temperature dependence of the magneto-optical properties of Zn,..Mn,Se samples prepared by
molecular beam epitaxy (MBE) method. In the magneto-optical spectra, there exist several Faraday rotation peaks. The
peaks located at ~2.18, ~2.36 and 2.45~2.57 ¢V are attributed to Mn®* d—>d* transitions. The peak located at ~2.7¢V is
attributed to the interband transitions and higher order Mn?* d—d* transitions, which are blue-shifted with decreasing
temperature. The positions of the rotation peaks induced by Mn>* d—>d* transitions show weak temperature dependence.

Keywords: Semiconductor, Farady effect, optical properties

1. INTRODUCTION

Zn; ., Mn,Se is a kind of most common diluted magnetic semiconductors(DMS), which is formed by the random
substitution of Mn to Zn in II-VI family semiconductor ZnSe. At low Mn composition (with Mn composition x<0.30), the
Zn;,.Mn,Se often has the zinc-blende structure. Its optical interband transition gap width can be adjusted by the Mn
composition. Zn,..Mn,Se has many interesting properties, such as the giant Faraday effect 112) and the formation of bound
magnetic polarons, - Yetc. It implies that Zn, ,Mn,Se will be a promising material of manufacturing many kinds of optical
and magneto-optical devices, such as the magneto-optical switches, light-emitting diodes, magneto-optical isolators, and
magnetic sensors, etc.

To understand the properties of this kind of materials better, In this work, we studied the temperature dependence of
the magneto-optical properties of Zn, ,Mn,Se. In the Faraday spectra, there exist several Faraday rotation peaks, which are
due to the Mn** d—»d* transitions and interband transition. Experimental results show that the energy of interband
transition is blue-shifted with decreasing temperature. But it is seen that the temperature dependence for the peak positions
of Faraday rotation induced by the Mn>* d—>d* transitions is weak.

2. EXPERIMENTS

The Zn,_.Mn,Se samples were prepared by the MBE method on the (100)-oriented GaAs wafers. The x-ray diffraction
technique was used to examine the quality of samples and to determine the Mn composition. The magneto-optical Faraday
spectra of the Zn; ,Mn,Se samples were measured with a wavelength-scanning and Fourier-transform Faraday spectrometer.
A 150-W Xe short-arc lamp was used as a continuum light source to cover the 1.5- to 6.0-eV spectral range. A quasi-
homogeneous and computer-controlled magnetic field up to 13 kOe is provided by an electromagnet. A microminiature
Joule-Thomson (J-T) refrigerators was used to change the temperature of samples. The sample was mounted onto a clip-on
pad contacted by the thermal grease. The clip-on pad is thermally contacted to the J-T refrigerator that is placed into a
small vacuum jacket chamber. The sample temperature can be conveniently set and adjusted from -197 to 100 'C. Two
Zn; Mn,Se film samples (x=0.14 and 0.20) were prepared in the experiment. The results of x-ray diffraction pattern show
the perfect crystalline quality of the samples. The Faraday spectra of the samples were measured at temperatures of 80, 100,
150, 200, 250, and 300 °K, respectively, with photon energy scanned from 1.5- to 4.5-eV at an interval of 0.05 eV. The
magnetic field was set as 10 kOe.
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3. RESULTS AND DISCUSSIONS

The band structures of A;.."Mn,B" type DMS are very similar to those of A"B"" type semiconductors. They have direct
band gap with the T' ¢ conduction band minimum separated from the I' ¢ valence band maximum. As to the Mn?* ion, it is
acted upon by the crystal field of the symmetry of tetrahedral configuration, arising mainly from the four surrounding

anions. In the crystal field, the ground state is labeled as °A,, the “P as “T,, and the G and ‘D energy levels of the free atom
split as follows:

4CV - 4T1 +4T2+4A] +4E

‘D~ ‘TH+E

Fig. 1 shows the magneto-optical Faraday spectra of Zn, gMny 1 4Se at temperature of 80, 100, 150, 200, 250 and 300
°K, respectively. There exists two observed peaks at the energy of ~2.36 and ~2.57 ¢V, which are attributed to the Mn?* d
- d transitions. The peak at ~2.36 €V is due to °A, (°S) — *T, (“G), and the peak at 2.57 eV is due to °A, (°S) - ‘A, (‘G)
and “E(‘G). Both peaks at 2.36 and 2.57 eV show weak temperature dependence. The structure around the energy of 2.75
eV is a little complicated, and shifts to the higher energy region with decreasing of temperature. This structure arises from
the interband transition I' g~ [ .

The Faraday spectra for sample Zno soMng 20Se is shown in Fig. 2. The result is very similar to that of Zn, gsMno 4Se.
The peak at 2.17 eV is due to °A; (°S) ~ “T; (‘G), and the peak at 2.48 eV is due to °A; (°S) — “A, (*G) and °E ("G). The
structure at the vicinity of 2.75 eV is attributedto I g~ T .

The magneto-optical properties arising from the interband transition and Mn®** d ~ d transitions have different
features as shown by the spectral line shape and have different temperature dependence. The Faraday rotation peaks related
to the Mn** d ~ d transitions are negative in the spectra. The energy peak positions are nearly kept as the same values at
different temperature, and the intensities of the peaks increase slightly with decreasing temperature from 300 to 100K, and
then the intensity is reduced from 100 to 80 °K. For the Faraday rotation induced by the interband transition, the spectral
line shape shows the negative and positive resonance-like peaks. The negative peak increases with decreasing temperature
from 300 to 100 °K and then decreases from 100 to 80 °K, just like the situation of the Mn®* d — d transitions, but it is
blue-shifted clearly. The positive peak increases monotonously with decreasing temperature, and is also blue-shifted. The
physical mechanism resulting in the magneto-optical properties, therefore, is different for the Mn** d ~ d” transitions and
interband transitions. The higher Faraday rotation effect occurred in the vicinity of the energy gap will be attributed to both
of the interband transitions and higher order Mn** d - d’ transitions. The more detailed mechanism needs to be further
studied in the future.

For the A,."Mn,B" type of DMS, the energy gap E, varies with temperature as the following experiential formula: ©!

2
Eg(T) = Eo - al »
T+b
where, E, is the energy gap at T=0 °K, and a and b are constants. This formula is used to fit the dependence of the

magneto-optical property induced by the interband transition with the temperature. The fitting results are shown in Figs. 3
and 4. The constants used in fitting are tabled as following;

x Eo(eV) a(K?h B(K)
0.14 2.76 0.00045 196.8
0.20 2.78 0.00046 76.5

4, CONCLUSION

The magneto-optical properties of MBE-prepared Zn;Mn,Se were measured at different temperature. In the
magneto-optical spectra, there are several Faraday rotation peaks. The peaks located at 2.18, 2.36, 2.45~2.57 eV are
attributed to °A; (°8)*T; (‘G), °A; (°8)=>*T2 (*G), °A; (S)->*A, (*G) and *E(*G), respectively. The peak located at 2.7 eV
is attributed to the interband transitions and higher order Mn** d — d transitions. The intensities of the peaks increase
slightly with decreasing temperature from 300 to 100 °K, and decrease with decreasing temperature from 100 to 80 °K. The
peak positions show weak dependence on temperature. The Faraday rotation induced by the interband transitions has
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resonance-like negative and positive peaks. The negative peak increases with decreasing temperature from 300 to 100 °K
and then decreases from 100 to 80 °K. The positive peak increases monotonously with the decreasing temperature. Both
negative and positive peaks are blue-shifted with decreasing temperature.
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Figure Captions

Figure 1. Faraday spectra of Zng gMno;4Se measured at temperature of 80,100, 150, 200, 250 and 300 °K, respectively ,
and at the magnetic field of 10 KOe.

Figure 2. Faraday spectra of ZngsoMno20Se measured at temperature of 80, 100, 150, 200, 250 and 300 °K, respectively,
and at the magnetic field of 10 KOe.

Figure 3. Fitting results of energy gap vs. temperature for Zny gsMno 145¢.

Figure 4. Fitting results of energy gap vs. temperature for Zno goMno 20Se.
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White LED

Georg Bogner", Alexandra Debray*, Giinther Heidel*, Dr. Klaus Hohn®, Ulrich Miiller®, Dr Peter Schlotter ¢

*0OSRAM Opto Semiconducter GmbH, Germany, bSiemens AG, Germany, “OSRAM GmbH, Germany,
%Fraunhofer IAF , Germany

Abstract

Since several years light emitting diodes are in use to generate white light. Pixels with green, red and blue LED s are
arranged to get any coordinate in the CIE — diagram with matched current for each diode. For instance Siemens Opto
Semiconductor (OS) now OSRAM Opto Semiconductor offers multi chip LED's (LHGB T676) especially for the
application above.

A far better solution for producing white light represents luminescence conversion. The emitted light of blue diodes is
used as a primary source for exciting organic or inorganic fluorescent.

By conversion, "Stokes Shift”, red, green, yellow and mixed colored light can be generated.

After first studies of Fraunhofer IAF Freiburg Siemens OS selected in cooperation with OSRAM an especially
qualified converter , a yellow light emitting phosphor. This phosphor is used since several years for production of
fluorescent lamps and can be produced in high quality. The fluorescent is distinguished by high thermic and chemical
resistance. Very good spectral characteristics and quantum efficiency of nearly 100% are typical. By additive mixing
of color the yellow radiation of the fluorescent and the incomplete absorbed blue light of the LED make the assembly
of single-chip-white-LED's near the white color point possible.

In established technology Siemens OS developed a casting resin which contains the fluorescent and his production
procedure. Patents are taken out. This casting resin can be used in mass production for assembly of SMT-LED's . The
start of ramp up was in 6/98.

Further activities for development of fluorescent for different tendencies near the white color point. By changing
doping material and use of new producing methods a shift to the red or green sector of CIE-diagram can be reached.
This makes single-chip-white-LED's for common illumination possible. Additional advantages in stability of color
and efficiency are to expect by luminescence of UV-light emitting diodes.

Keywords: Blue LED, luminescence conversion, fluorescent, casting resin, high volume production of SMT-LED's

1. Introduction

To build a full color video screen three basic colors are needed. Red green and blue pixels can be arranged to get any
coordinate in the CIE-diagram with matched brightness of each color. Each hue and also white can be generated. For
big screens e.g. for a telltale board in a football stage or in open air concerts for one picture point 3 single LED’s can
be used. Due to the long viewing distance to the onlooker the resolution is not so important. Usually Smm LED’s are
applied. Their radiation characteristic is very narrow to reach a high luminous intensity. For indoor applications with
only a few meter to the observer a high resolution and high pixel density is necessary. 60000 picture points on one
square meter are not unusual. Therefore the 3 colors have to be mounted very narrow. For such applications Siemens
OS (Osram OS) offers a so called RGB Multi-TOPLED® which is shown in fig.1.

Fig.1: Siemens RGB Multi-TOPLED® Fig.2: 16 x 16 Full Color Display
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This package contains the 3 chips, red, green and blue in a TOPLED® sized package. For contrast enhancement the top
surface of the LED can be supplied black. Fig.2. shows a 16 x 16 matrix full color display. Each hue can be reached
by tuning of the proper current of the single chips.

For other applications like interior lighting in cars, instruments, courtesy lights, or general illumination only white
light is requested.

A far better and simpler solution for production of only white light represents luminescence conversion. The emitted
light of a blue diode is used as primary source for exciting organic or inorganic fluorescent which is embedded in the
epoxy resin. This technique allows to generate bright white light with only one blue chip. With the production start in
June 98 Siemens OS was worldwide one of the first supplier for a single chip white LED in SMT technology. The so
called “Single Chip White LED” from Siemens is shown in fig.3.

Fig.3: LW T676, the “Single Chip
White LED* from Siemens

2. Principle of luminescence conversion

For white LED high brightness blue light emitting diodes based on gallium nitride (GaN) or indium gallium nitride
(InGaN) are used. This light source works as an efficient pump exciting the luminescent material to higher energy
levels. The lifetime of these levels is only a few nanoseconds. The luminescent molecules come back to their ground
state by radiation of surplus energy as green, yellow or red light.

The principle of conversion is well-founded in the pronounced “Stokes-Shift” (electron ~ phonon coupling) between
absorption and emission of electromagnetic radiation.

A similar situation is given for fluorescent lamps. By high voltage excited mercury atoms emit UV - light with a
wavelength of 253.7nm. The down conversion of the UV-photons to the visible white light happens by an inorganic
fluorescent coated on the inner side of the tube.

After first studies of Fraunhofer IAF Freiburg, Siemens OS selected in cooperation with OSRAM GmbH an especially
qualified converter, a yellow light emitting phosphor. The luminescent material from OSRAM called L175 is used
since several years for the lamp production and can be produced in high quality. The fluorescent is distinguished by
high thermal and chemical resistance. Further advantages are the low corrosive potential and the defect free structure
of the high pure material. A very good spectral characteristic and quantum efficiency of nearly 100% are typical. The
phosphor is produced by a classical melting process out of oxides at a typical temperature of 1600°C.

Fig.4 shows the emission spectra of a GaN and InGaN LED and the absorption spectrum of L175. On the basis of the
overlap of the spectra high absorption efficiency of the blue LED light is possible. L175 is a cerium doped yttrium
aluminum garnet with the formula Y;Al;0y; : Ce*(4f') in short: YAG:Ce.
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Fig. 4: Emission spectra of GaN and InGaN LED and absorption spectrum of phosphor L175

The blue LED excites the Ce**-ion from 4f' ground state to the 5d' level. The down conversion 5d — 4f exhibit the
Stokes Shift, caused by vibronic coupling of the exited 5d level. A further red shift of the emission is caused by spin
orbit splitting of the ground state. The resulting energy level is illustrated in fig.5.The emission spectrum of L175 is
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Fig.5: Energy level of cerium doped yttrium aluminum
garnet Y3Als0y, : Ce**(4f")
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Fig.6: Emission spectrum of L175 (Chromaticity x = 0.462, y = 0.517)

The low emission in the UV-area is not relevant for exciting with blue light.

For white LED’s the yellow light emitting phosphor is ideally suited, since blue and yellow light are complementary
colors, adding to white light after proper additive mixing. A representative spectrum of a single chip white LED you
see in fig.7. Because of the wide spectral distribution of the phosphor white LEDs present a good color fidelity (Ra =
85). An object illuminated with this light can be seen from the human eye nearly correct in color.
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Fig.7: Representative spectrum of a single chip white LED

3. Production

For the production of a white LED with luminescence converter different methods can be used. One possibility is to
coat the blue chip with a thin high concentrate mixture of resin and converter. A adequate layer can also be brought up
like a window on the top surface of the plastic. In this way converter concentration and thickness of the layer have to
be very exact to get the wished hue. A further method used also for the production of the Siemens Single Chip White
LED is to mix the phosphor in the whole plastic volume. Patents for this method are taken out. Fig.8 shows a cross



section of white TOPLED®. The chip is mounted on a premolded leadframe and embedded in the resin including the
fluorescent.

Converter pigments
in the resin SMT-package

00 n000000CCbOYRGCO0OROD0O

Fig.8: Cross section of white TOPLED®

For the development it was very important to find a resin which has the same quality level as used for the other
products, released for automotive applications. A lifetime up to 100000h and cycle stability form —40°C to 100°C is
requested. Faultless operating at 85°C/85% relative humidity and solderability for different soldering procedures like
infrared and through the wave soldering is assumed.

Characteristics of the resin like high transparency and color stability of the emitted light even under high temperature
and temperature / humidity stresses have to be considered. Last but not least the possibility for a use in a high volume
production with more than a billion parts a year has been given.

For above reasons Siemens OS developed a casting resin including the luminescent material in a established way.
Well known epoxy resin base materials were used. In this way technical risks for fabrication of the filled resin were
minimized and the quality of the LED product were maximized.

The inorganic phosphor shows a strong abrasive character. Its density is much higher as the density of the of the epoxy
resin. For the production of the new casting material problems like abrasion, sedimentation and the wetting of the
phosphor with the resin has to be solved. A storage stable dispersion free from agglomerates is to guarantee. Only fine
grained fluorescent powder can be used in the resin. Particle sizes below 20um microns and a main grain diameter dsg
< Sum are necessary. In production particle size and agglomerate free morphology is investigated by REM. Only
converter powder which meets our targets can be used for fabrication of the resin. Fig.9 shows a picture of the yellow
phosphor powder. In fig 10 a REM picture of converter pigments with an enlargement of 5000 is to see.

Fig.9: Yellow phoshor powder Fig.10: REM picture of converter pigments

For dispersion of the converter normal stainless steel plates can be used. Investigations have shown that at existing
dispersion conditions the abrasion is below 13ppm. In this way the converter get not contaminated by the plate
material.

The wetting of the pigments to the plastic and the homogenous distribution in the fluid resin is improved by alcoholic
prepreparation.
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Investigations have shown that the resin mixed with the hardener does not change the behavior after storage of several
hours. The viscosity is adjusted to around 1000 mPas. The dispensing system in the production line was adapted to the
abrasive character of the converter resin. Also Tg-measurement after curing showed nearly same results as for other
SMT - packages. So the normal SMT- line can be used for the production of the white SMT-LED.

4. Spectral characteristics

The optical spectrum of a white LED was already shown in fig.6. The spectrum is a mixture of the blue radiation of a
GaN chip and the yellow radiation of the phosphor L175. The typical CIE coordinates of a LW T676 are x = 0.29 and
y = 0.31 equivalent to 7500 K color temperature. The theoretical white point, with an equal distribution of all colors
has the xy chromaticity coordinates (0.33,0.33). Fig.11 illustrates the CIE-diagram (DIN 5033) with the blue, green,
yellow, red and white area. Also included are the color points of the GaN - chip and the color point of the converter.
With different concentrations of the phosphor powder in the resin all different hues in the hatched area can be
produced.

CIE-Chromaticity Diagram
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Fig. 11: CIE-diagram with biue, green yellow, red and white area. The hatched
zone shows the coordinates reachable by conversion.

In many applications e. g. for backlighting of dashboards or LCD ~ displays in the automotive area on pcb mounted
LED’s are covered by a scattering foil or other light guiding materials which can shift the aimed color point. These
shifts can be equalized by changing the converter concentration to reach the adapted white color.

The human eye is very sensitive in the white area. Hues with only 0.01 distance in the coordinates can be resolved.
Therefore a narrow tolerance of the aimed color point is very important. Previous spectrometer have shown different
sensitivity for the blue and yellow-red area and didn't allow to measure with the necessary accuracy. Novel testheads
with special filter systems were developed. So narrow tolerances at high speed measurements in a volume production
could be reached.

In the same way as the converter concentration the dosed resin volume can shift the xy coordinates in the CIE -
diagram. But because the phosphor proportion in the resin is low in comparison to other assembly methods where the
chip is only coated with the converter resin the existing dosage accuracy was qualified for the production of the white
LED.



5. Further activities

With the introduction of InGaN — technology further development of the converter technology was necessary. The
usual peak wavelength Apeax for blue InGaN chips is at 470nm. The peak wavelength for GaN chips is at 430nm.
Therefore the absorption behavior of the new phosphor had to be optimized for Apeak 470nm. For better adjustment of
the white point an additional red shift in the emission spectrum was aimed.

Fig.12 shows the emission spectrum of the new developed fluorescent KF776 from OSRAM. In comparison to L175
the spectrum is shifted 20nm to longer wavelengths. The maximum of absorption is at 470nm with a quantum
efficiency of nearly 100%. This result could be reached by substitution of the cerium doped yttrium aluminum garnet
by gadolinium (Gd). The xy- coordinates of the CIE-diagram are x = 0.506 and y = 0.488. Fig.13 illustrates the CIE-
diagram with the color points of a blue InGaN and GaN chip and from the luminescence converter 1175 and KF 776.

The lines between converter and chip hue symbolize all coordinates in the CIE-diagram which are possible by
adequate tuning of the converter pigments in the resin.
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Fig.12: Emission spectrum of the fluorescent KF776 from OSRAM
Chromatictiy: x = 0.506 / y = 0.488
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Fig.13: CIE-diagram with the color points of a blue InGan and GaN chip and
the color points of the luminescence converter L175 and KF 776
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With the InGaN technology it is possible to shift the wavelengths over a wide range. Theoretical wavelength from
UV- to the red - area are possible. Due to the semiconductor structure the wavelength distribution over one wafer is
also wider as the distribution over one GaN wafer where the wavelength is relatively fixed due to the acceptor and
donator levels.

To reach the certain xy- color coordinates, necessary for the respective application, a narrow wavelength distribution
of the blue diodes is very important. In experiments the influence of the blue wavelength on the xy coordinates of the
converted light was investigated. Fig 14 and 15 show the results of these experiments. The diagrams show the color
coordinate of the bare chip (lower curve) and the coordinate of the casted chip (upper line). The converter
concentration was fixed. As already expected from the CIE-diagram the y coordinate is strongly influenced by the blue
chip. A nearly linear behavior is recognized. Whereas the influence on the x coordinate is much lower as shown in
fig.14.
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Fig.14/15: Influence of the color coordinates of a bare chip on the coordinates of a casted chip

6. Conclusion

Luminescence conversion is a very promising method for production of white LED’s. An efficiency of more than
10Im/W is already possible which is higher as the efficiency of a normal incandescent lamp. First volume projects
with white LED’s for backlighting of dashboard and indicator instruments in the automotive area are running. By
supplying more powerful blue diodes more and more incandescent lamps can be replaced by LED products. A further
step is the introduction of UV — emitters as a primary light source. By absorption of 100% of the UV - light only the
emission spectrum of the fluorescent is responsible for the final LED color coordinates. Wavelength variations of the
diode do not longer influence the color point. This technology and further developments to increase the chip
brightness make common illumination with LEDs possible.
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ABSTRACT

Microcavity light emitting diodes (MCLEDs) present several interesting features compared to conventional LEDs such as
narrow linewidth, improved directionality and high efficiency. We report here on MCLEDs with a top emitting geometry.
The MCLED layers were grown using molecular beam epitaxy on GaAs substrates. They consist of a 3-period Be-doped
distributed Bragg reflector (DBR) centered at 950 nm wavelength, a cavity containing three InGaAs quantum wells and a 15-
periods Si-doped DBR. Different values for the wavelength detuning between spontaneous emission line and Fabry-Perot
cavity mode were explored, between -40 nm and +10 nm. Devices sizes ranged from 420 x 420 umz to 22 x 22 umz. As
expected from simulations, the higher efficiencies are obtained when the detuning is in the -20 to 0 nm range. The devices
exhibit then up to 10% external quantum efficiency, measured for a 62° collection half-angle. After correction for the surface

shadowing due to the grid p-contact, the efficiency increases to 14% and is practically independent of device size.
Keywords: top emission microcavity light emitting device

1. INTRODUCTION

There is a growing interest in microcavity light emitting diodes (MCLED:s) as they present several advantages compared to
conventional LEDs such as narrow linewidth, improved directionality, high brightness, and high efﬁciencyl. These
enhancements result essentially from the ability to tailor the emission pattern and to redirect the modes into the escape cone
defined by the dielectric interface between the device and the outside medium (usually air). These features translate into
improved performance and lower overall fabrication costs compared to other types of LEDs. High efficiencies can also be
obtained from non-microcavity LEDs by using a transparent substrate coated with a metal back reflector and by collecting
the light from all six facets of the LED2. This approach requires the growth of a thick epitaxial high-bandgap layer or of
epitaxial film lift-off and wafer fusion steps, and is only feasible for individually packaged devices, excluding all forms of
integration. Other approaches, based on nanotexturing the surface of the LED deposited by the lifi-off and bonding technique
on a metal reflector, have demonstrated external efficiencies of up to 30 %, which represents the highest values reported to
date3. However these have not yet found large-scale application because of the non-standard technology steps involved. In
the case of a MCLED, the highest external quantum efficiencies reported stand at 22% for large-area substrate-emitting
diodes?. The fact that the light is emitted from a single facet leads to inherently higher brightness, reduces the packaging
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constraints, and allows the monolithic integration of MCLEDs with other electronic components or in the form of surface
emitting diode arrays. Highest efficiency MCLEDs have only been reported for the case of substrate emission geometry,
which limits the wavelengths to those where the substrate is transparent. We report here results on MBE-grown top-
emitting MCLEDs (TE-MCLEDs) realized in the Ga(In)As/AlAs materials system and emitting between 920 nm and 960

nm, but the extension to shorter wavelengths more compatible with Si detectors is straightforward.

2. OPTICAL DESIGN OF THE TE-MCLED STRUCTURES
2.1. DESIGN PROCEDURE

The basic layers sequence of the TE-MCLEDs is shown on figure 1. Light is generated by radiative recombination of
carriers injected into three 7.5 nm thick strained GalnAs quantum wells (QWs) situated at the antinode positions of a A-size
Gay oAl 1 As planar Fabry-Perot cavity. The cavity is surrounded by top and bottom distributed Bragg reflectors (DBRs)
centered at App. The top DBR is doped with Beryllium and has three GaAs/AlAs pairs, the bottom DBR is Si-doped and is
made of 15.5 pairs. 150 A-thick Gay sAly sAs layers are inserted at each GaAs/AlAs interface to reduce the series resistance

associated with the band discontinuity at interfaces.

5
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Figure 1: Structure of the MCLED

‘We used a program based on the model proposed by H. Benisti et al.3 to calculate the optical characteristics of this structure.
With this formalism the source is described by a distribution of oscillating dipoles. In a first step the parameters of interest
(extraction efficiency, patterns of emission) were calculated for a monochromatic source. These results were then averaged to
describe the emission of a broad spectrum source. The source spectrum shape was taken gaussian with a full width at half
maximum (FWHM) o of 40 nm in order to take into account for the experimental spectra of the QW layers. Indeed, room

temperature electroluminescence spectra measurements on test LEDs having identical active QWs showed 20 to 40 nm



FWHM emission lines for current injection below 100A/cm? and o increased to over 70 nm for current densities higher than
500 A/cm2. Thus o = 40 nm in the simulations is a good assumption for the TE-MCLED:s driven at a typical.current
density of a few hundred A/em?2. The TE-MCLED structure was designed in order to maximize light extraction efficiency
(LEE). LEE is defined as the amount of optical power emitted by the source which can be extracted outside the structure
within a given collection half-angle a; this coefficient must be multiplied by the internal quantum efficiency of the InGaAs
QWs to get the external quantum efficiency. Depending on the device application LEE should be optimized for different
collection half-angles: if the goal is to extract maximum light without geometrical constrains LEE must be optimized for
a =90°, while for applications such as direct coupling of light into optical fibers, o should equal the fiber acceptance cone,
around 15° for silica fibers and 45° for plastic optical fibers. The simulations showed that LEE depends mainly on the
wavelength detuning, AA = KQW - XFP , between the QW emission peak and the Fabry-Perot mode and on the back and

front mirrors reflectivities (numbers of DBR pairs). The optimization of the DBR number of pairs is described elsewhere®.

The results gave the structure presented above (figure 1).
2.2. DETUNING OPTIMIZATION

The light extraction efficiency was calculated with respect to the detuning for the structure presented on the figure 1. We
assumed that the Fabry-Perot mode wavelength was 960 nm and we changed the QW emission peak to vary the detuning.
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Figure 2: Light extraction efficiency (monochromatic and broad spectrum sources)

The collection half-angle o was set to 90° (figure 2) meaning that all the light emitted outside the structure is supposed to
be collected. We first calculated the LEE for a monochromatic source which gave us a maximum of extraction of 30.8% for
a negative detuning of -17.2 nm. Using a gaussian function which was shifted over the detuning axis, we averaged the

previous LEE curve to get a maximum of extraction of 24.1% corresponding to a detuning of -21.1 nm. The effect of the
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averaging is to modify the optimal detuning value and to lower the extraction efficiency. The narrower is the source
linewidth and the higher is the extraction efficiency. The dependence of the light extraction efficiency with the detuning
comes mainly from a mode redirection effect as explained in details elsewhere’. We can illustrate this effect by plotting the
emission patterns for various detuning values in the case of a monochromatic source (figure 3) or in the case of a gaussian
spectrum (figure 4).
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Figure 3: Patterns of emission for various detuning values (monochromatic source)

The angle 0 is defined as the angle between the growth axis and the direction of observation. For emission wavelengths
lower than the cavity mode (negative detuning), the maximum of the emission occurs for a direction different from the
normal. The angle corresponding to the maximum of emission increases when the detuning becomes more and more
negative. For a positive detuning we get a single lobe centered around the normal direction, but the increase of the source
directionality is at the expense of the light extraction efficiency which decreases. A trade-off thus exists between
directionality and efficiency.
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Figure 4: Patterns of emission for various detuning values (broad spectrum source)
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3. EXPERIMENTAL RESULTS
3.1. DEVICE PROCESSING

TE-MCLED layers as described in figure 1 were grown on GaAs substrates by conventional MBE using standard Al, Ga, In
and valved-cracker As, sources. InGaAs QWs indium content was varied between 12% and 18% in order to explore detuning
values from -30 to +10 nm; detuning was checked after growth by comparing the reflectivity curve with the
photoluminescence spectrum taken from a cleaved edge of samples. Samples were then processed into devices with sizes
ranging from 420 x 420 pmz to 24 x 24 umz by conventional photolithography and wet-etching procedures. The current
was injected through an alloyed Ti-Pt-Au grid connected to a 50 x 50 pmz contact pad; Ni-Ge-Au contacts were alloyed on
the top of the n-DBR and a polyimide planarization layer provided electrical insulation between the contact pads and the

bonding leads (figure 5).

light output

n-pad p-contact p-pad

cavity

Figure 5: Processed structure

3.2. CURRENT-VOLTAGE CURVES

The current density versus voltage curves for the different device sizes are presented on the figure 6. The turn-on voltage
defined here for a current density of 100 mA/cm? lies below 1.1 V for all device sizes. For current injection below
100 A/cm? we measure an exponential dependence with an ideality coefficient of 1.5. At higher injection, the current is
limited by the series resistance of the p-DBR mirror which is of the order of 10-3 Qcm?2. Under the typical driving current
density of 100 Alem? the voltage drop is 1.3 V so the external quantum efficiency and wall-plug efficiency are quasi-equal.

155



156

—8-—216x216 pnf  —*— 66x66 unf

—0-= 116x116 pnf R 3232 pnt
103 T T T T T T T T T T
F A 3
o ,‘"‘"“ E
102 E i -
o« t Diode current limited by DBR
‘e r n=1.
5 s
< [
=
2 10" E
[} L s
© -
€
g
3 ..
10° F
"'J,,’
10 lb 1 1
1.0 1.5 2.0 2.5
Voltage (V)

Figure 6: Current-voltage characteristics for several device sizes

3.3. OPTICAL EFFICIENCY OVER LARGE COLLECTION ANGLE

A 10 x 10 mm? calibrated Si photodiode was positioned at 3 mm of the TE-MCLED:s surface for light output power
measurements under a large (62°) collection half-angle. The light output power versus current (L-I) curve of a 420 x
420 p.m2 device is presented on figure 7. The detuning is -18 nm on this sample. A 10.2 % external quantum efficiency
was obtained at a current density of 10 A/cm2. For smaller diodes, we find very similar L-I curves; however, the efficiency
is progressively reduced and the maximum efficiency shifts to higher current density as the diode size is reduced, for instance
to 4.1% at 200 A/cm? for the 24 x 24 pmz device. The decrease in efficiency for smaller devices is mainly due to the fact
that the contact grid shadows an increasing fraction of the emitted light. We verify on figure 8 that the external quantum
efficiency increases linearly with the ratio of the uncovered surface to the total device area. An extrapolation of this linear
relationship yields an external efficiency, corrected for the p-contact shadowing, of 13 % for devices with a -18 nm detuning;
The improvement of the p-contact processing, using for instance transparent contacts, should bring the experimental results
close to this extrapolated value. We mention that photon recycling does not appear to play a significant role in these devices

as the efficiencies appear to be practically independent of device size after correcting for contact shadowing.



Figure 7: Emitted power and corresponding external quantum efficiency of a large diode with a -18 nm detuning
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Figure 8: Effect of the shadowing on the external quantum efficiency

The external efficiencies corrected for contact shadowing for devices processed from different growth runs are displayed in

figure 9 as a function of the detuning and compared with the simulated light extraction efficiencies calculated assuming a
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100 % internal quantum efficiency. The experimental curve is in quite good agreement with the simulations and confirms
the optimum detuning around -18 nm. In addition, we can estimate from this figure the internal quantum efficiency of the
QW emission by taking the ratio between the external quantum efficiency (corrected for shadowing) and the light extraction
efficiency. The resulting value of 70 % gives a good indication of the quality of the MBE-grown material. We estimate that
this value is limited by carrier diffusion out of the quantum wells, rather than by the presence of non-radiative recombination

channels, and that further improvement is possible by a more careful design of the quantum well environment.
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Figure 9: Comparison of the measured and simulated external quantum efficiencies for various detuning values

4. CONCLUSION

We designed and fabricated high efficiency SE-MCLEDs, efficient for large angle emission. We showed that the
experimental external efficiencies are in very good agreement with the simulated light extraction efficiency if we take into

account the p-contact shadowing and a 70% internal quantum efficiency.
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ABSTRACT

Efficient, cheap, and simple, LEDs are used in many applications and make up the bulk of the opto-electronic component
market. Due to the small critical angle at the semiconductor—air interface, relatively little light escapes per {acet. The
conventional route is to collect light from all six facets and redirect it, using external reflectors into a useful direction. While
this increases external quantum efficiency it does little to increase brightness. In the last few years the microcavity approach
has been used to persuade the light to leave by just one facet, thus increasing the brightness considerably. Although
remarkable efficiencies have been achieved, microcavity LEDs (MCLEDs) have yet to surpass conventional LEDs.

We present here a single mirror LED (SMLED), grown by MBE, which falls between the conventional LED and the planar
MCLED. The top mirror is a non-alloyed Au layer deposited on a highly doped GaAs phase-match-layer. This is followed by
a single Bragg pair of GaAs/A1(0.6)Ga(0.4)As p-doped. The active region is comprised of one InGaAs 7 nm wide QW
embedded in a lambda thickness of Al,,Ga,,As. On the substrate side carrier confinement is given by a A/2 AlAs layer n-
doped on an n*-GaAs substrate.

The emission reflected by the p-side mirror interferes constructively with the emission through the substrate, giving a 4-fold
increase in power per facet The actual device performance is 16.8 % external quantum efficiency and this exceeds expectations

and can be accounted for by significant photon recycling.

Keywords: microcavity, substrate emitting, planar LED, photon recycling, high efficiency

1. INTRODUCTION

There is a great interest for vertical light emitters, as laser diodes and light emitting diodes (LEDs), in the near infrared for
many applications in optoelectronic systems. Light emitting diodes are used in displays, as indicator lights, as emitters for
remote free-space functions, and to a lesser extent, for short distance communication and optical interconnects. The interest
in LEDs for these applications lies in their simple design and low fabrication costs. In addition, LEDs are inherently more
reliable than laser diodes, have a lower temperature sensitivity, operate without threshold and are better in terms of eye-

safety.

"
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Despite these advantages, light emitting diodes suffer from some major limitations such as the poor extraction efficiency of

light (typically below 2% per facet for a simple planar design), the wide spectral width, and the large divergence of the

output beam.

Apart from the external methods to improve the LED's light extraction efficiency, such as the use of transparent substrates
. . . . 1 .
and external mirrors to collect the light emerging from all sides’, a second avenue for the improvement of the LED

performance is to control the internal spontaneous emission process in order to direct the light within the “"escape cone”

defined by the critical angle for total internal reflection at the interface between the semiconductor and the outside medium.

In the last 5 to 6 years, the concept of microcavity light emitting diodes (MCLED) has been used” to overcome some of the
limitations of conventional LEDs. The presence of the microcavity modifies the spontaneous emission characteristics of the
source and can lead to narrower linewidths, improved directionality, and higher efficiencies3. The fact that the light is emitted
from a single facet leads to an inherently higher brightness, reduces the packaging constraints, and allows the monolithic
integration of these diodes with other electronic devices.

However, one drawback of the MCLED is the fact that its device performance is sensitive to the operating conditions, since

its light extraction is critically dependent on spectral overlap between the spontaneous emission spectrum from the active
. 4 . .. .
layer and the cavity resonance’, and both change with the injected current. In this paper we present an LED based on the

same principle of spontaneous emission control as the MCLED, the single mirror LED (SMLED). Instead of a cavity the
emission characteristic is modified by only one closely spaced mirror. The optical performance of this device is fairly
independent on operating conditions, while achieving a high efficiency for emission from a single facet which represents a

clear advantage for a number of industrial applications.

2. DESIGN AND FABRICATION

2.1. Design

The vertical layer sequence of the SMLED is shown in Figure 1. Light is generated by radiative recombination of carriers
injected into a strained InGaAs quantum well (QW) embedded in the center of an undoped A-cavity (Al,,GayyAs). To provide
a better carrier confinement and to improve the interface quality, the In,, ;;Ga, 5;As QW with a thickness of 7 nm is separated
by 2 nm GaAs spacers from the Al,,Ga, As.

The undoped region is surrounded by a top mirror, consisting of one A/4 mirror pair of Al,Ga, ,As/GaAs, a phase match
layer and a gold mirror, is added. The Al,(Ga,,As layer and GaAs layer have thicknesses of 76 nm and 68 nm, respectively,
and both are p-(Be)-doped at a level of 5-10" cm™. The GaAs phase-match-layer has a thickness of 45 nm. The first 36 nm is
doped 5-10"™ cm™, whereas the upper part of this layer - the cap - is doped with an increasing step profile. An intermediate
step with a thickness of 3 nm is doped 1.4:10" cm™; the last part of the cap, i.e. 6 nm is doped 510" cm™ to allow non-
alloyed ohmic contacting.

Between the n*-GaAs-substrate, n-(Si)-doped at a level of 2-10" cm™, and the undoped region a M2 AlAs layer (n-(Si)-doped:

2:10" em™?) is inserted which serves as a barrier for carrier confinement, while keeping the structure optically transparent.
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Figure 1: Vertical structure of the SMLED

2.2. Simulation of the emission properties

We used a program based on the model proposed by H. Benisti et al.” to compute the emission properties of this structure.

The model is based on the plane wave expansion of an electrical dipole emitter inside a multilayer structure, assuming that
the recombination of electrons and holes inside a semiconductor is an electrical dipole transition.

The extraction efficiency and the angular emission pattern were simulated as a function of the spectral position of the
emitting source The values are calculated for a monochromatic source emitting into air without anti-reflection coating,
neglecting recycling effects and are not corrected for substrate absorption.

Figure 2 shows that the efficiency is fairly wavelength independent over a wide spectral range. The calculated efficiency is
greater than 7 % over a spectral range of more than 100 nm. Since the spectral peak position of the source shifts with
injection level, this means essentially that the optical performance of the device is expected to be nearly independent on the
injected current. Figure 3 shows the calculated radiation pattern for different wavelengths as a function of the angle between
the growth axis and the direction of observation. The emission profiles are large and similar for the three wavelengths,

showing maximum emission in the normal direction.
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2.3. Devices processing

The diodes are prepared using standard lithography and wet-chemical etching technique. In the first process step a large mesa

is defined with standard photoresist and etched down into the n*-substrate. The metals for the bottom ohmic n-contact
(Ni/Ge/Au) are deposited by e-beam evaporation and alloyed. The gold p-contact acts both as a metallic mirror and as an
ohmic contact. In order to maintain its high reflectivity the p-contact is non-alloyed. These non-alloyed contacts fabricated
on the 1-1020 cm™? p-doped layer have a specific resistance of 5-10-5 Qcm?. Finally the mesas are etched down around the p-
contact dots (50 to 400 um diameter) into the active region, to prevent leakage current across the p-i-n-junction perimeter.
The substrate is thinned down to 60 um to reduce absorption losses for substrate emission. Finally the substrate side is anti-

reflection coated.

p-contact

Au Mirror

1 pair DBR

A —Cavity
InGaAs SQW

AlAs

n-contact

GaAs-substrate

n+ substrate

Light Emission

Figure 4: Processed structure

3. EXPERIMENTAL RESULTS
3.1. Voltage-Current-Characteristic

Figure 5 shows the voltage versus current (V-I) characteristic of diodes with different sizes in the forward bias region. The
largest diode has a turn-on-voltage, defined here for a current of 1 mA, of 1.1V, a voltage of 1.3 V at a current of 100 mA
and a ditferential resistance of less than 1 Q at 100 mA. With decreasing diameter the turn-on voltage increases slightly and
the diflerential resistance increases from 0.5 Q at 100 mA for the 400 um device to 1.5 € for the 50 pm device. For the

400 pm diode, a series resistance Rg of 0.4 Q was determined in a differential measurement. At current density injection



below 100 A/cm® we measure an exponential dependence with an ideality factor of 1.5. For the smaller devices, a slight roll

over at high injection level, indicating the increasing influence of ohmic resistance, can be observed.
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Figure 5: Voltage -current characteristics for several device sizes

3.2. Optical Power

In order to determine the total light output and the overall external efficiency of the SMLEDs we use the measurement
scheme, as shown in Figure 6. The samples are placed on a copper plate, into which a highly polished conic hole with a 60°
full angle was drilled. By coating this cone with a high reflection gold film, emission emerging at all angles up to 180° is

captured and directed into the integrating sphere with a single reflection.

\cﬁ‘azn‘:‘l‘.z N

integrating sphere

Figure 6: Cross section of the light measurement configuration using a high reflection cone (full angle o = 60°) and an integrating

sphere; the cone can be filled with a medium of refractive index n
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By encapsulating the LEDs in a transparent high refraction index medium (glycerine), the critical angle of internal reflection
increases from about 16° to 25° resulting in an increase in extraction efficiency by almost a factor of two.

The light output versus current (L-I) characteristics of the same 400 pm diameter diode without anti-reflection coating into
air, with the added anti-reflection coating into air, and with anti-reflection coating into glycerine are shown in Figure 7. The
light output of the diode is very linear with drive current showing output powers of 10.5 mW, 12.2 mW, and 21 mW,

respectively, at a current of 100 mA.
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Figure 7: Light output versus current characteristic of a 400 pm diameter diode (a) without anti-reflection coating into air, (b) with

anti-reflection into air and (¢) with anti-reflection coating into glycerine.

3.3. Efficiency

The corresponding external quantum efficiencies of the SMLED emitting into the different media are shown in Figure 8.
Maximum external quantum efficiencies of 8.9 %, 10.2 % and a record value of 16.8 % into glycerine could be achieved. In
Table I the measured maximum external quantum efficiencies are compared to the mode! predictions calculated with our
simulation tool, assuming a linewidth of 32 nm, as found for the electroluminescence spectrum at a current of about
30 mA.

Table I: Measured external quantum efficiencies compared to calculated extraction efficiencies obtained by modeling.

meas. QE calcul. QE meas. 1/, calcul. n/n,,,
into air 89 % 7.1 % 1 1
with AR+glycerine 16.8 % 14.1 % 1.89 1.92
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Figure 8: External quantum efficiency versus current characteristic of a 400 um diameter diode (a) without anti-reflection coating

into air, (b) with anti-refiection coating into air and (c) with anti-reflection coating into glycerine.

The measured external quantum efficiencies are significantly higher than the calculated extraction efficiencies. It is important
to note that the factor gained by depositing an anti-reflecting coating and by emitting into glycerine is in very good
agreement with the theoretical predictions. The improvement in efficiency and light output of almost a factor of two (1.89),
attaining an external quantum efficiency of 16.8 %, shows that the technique of immersing the sample into glycerine works.
Furthermore it demonstrates that an industrially applied epoxy dome could lead to very high efficiencies for a device emitting
through a single facet.

The measured external quantum efficiency of 8.9 % into air compared to the calculated efficiency of 7.1 % suggests the
presence of considerable photon recycling, i.e. photons travelling in a non-useful direction are absorbed and re-emitted. The
fraction of re-emitted photons that are useful will be given by the extraction efficiency. This increases the efficiency of the

device by the recycling factor R:

R= Mint
- 8Mint
where g is the fraction absorbed and M, is the internal quantum efficiency of the quantum well emission. The ratio between
the external quantum efficiency (8.9 %) and the light extraction efficiency, corrected for current spreading (6.75 %), results in
an recycling factor of 1.32. To give a lower limit for the internal quantum efficiency we assume maximum recycling, i.e.
40 % reabsorption which is maximum of the guided mode power, which would imply an internal quantum efficiency of
86 %. One the other hand, assuming 100 % internal quantum efficiency gives a reabsorption fraction of at least 24 %,

which represents the lower limit. This range of possible values can be further reduced by means of temperature
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measurements (section 3.4). This simple analysis allows us to conclude that a large fraction of the radiation emitted into

guided modes is recycled and contributes to the extraordinary high light output of this SMLED. Previous work on very large

. . 6
microcavity LEDs suggested also g-factors of about 30 % .

3.4. Influence of temperature

First, the diode was measured over all emitting angles at room temperature, showing a maximum external quantum
efficiency of 8.0 % Than the measurements were carried out in the temperature range between —30°C and +100°C.
Considering the corrected extraction efficiency of 6.75 %, the apparent internal quantum efficiency of this diode is 117 %.
We assume that the reabsorption fraction g stays constant across the temperature range investigated and only the internal
quantum efficiency changes with temperature. By using the equation given above we can extrapolate the internal quantum
efficiency. In Figure 9 we consider the two boundary cases: i) maximum photon recycling, i.e. a reabsoption fraction of
40 % which leads for this diode at -30°C to an internal quantum efficiency of 92 %; ii) since the internal quantum efficiency
cannot be greater than 100 % at very low temperatures, we assume this upper limit at -30°C which requires a reabsorption

fraction of 31 %.
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Figure 9: Internal quantum efficiency as a function of temperature, extrapolated from a 400 pm diameter diode measured under pulsed

conditions (2 ps, | kHz) at temperatures ranging from —30°C to +100°C at a current density of 50 Alcm’,

This result allows us to further reduce the range of possible values for the internal quantum efficiency. For the diode studied
above, mecasured at room temperature, we determined the internal quantum efficiencies to be bounded by 86 and 100 % which
balances with g-factors from 24 to 40 %. Considering the determined reabsorption fractions (31 % < g < 40 %), the internal

quantum efficiency of this diode should lie in the range between 86 and 94 %.



4. CONCLUSION

We reported the fabrication of an MBE grown high efficiency, substrate emitting planar LED using one hybrid mirror. By
immersing the device into a high refractive index film, a maximum external efficiency of 16.8 % could be achieved. In
addition, the data presented demonstrate the occurrence of a significant photon recycling mechanism and allowed us to

determine the upper and lower limits for the internal quantum efficiency of the quantum well emission.
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The increasing demand for sophisticated laser devices for high speed telecommunication systems, CATV, multimedia or
printing markets requires the application of multiwafer MOVPE systems. To meet the targets of these markets, the Planetary
Reactor® as well proven production tool was used to fabricate InGaAsP single and multilayer test structures with outstanding
uniformity. Up to 35 x 2" wafer can be processed simultaneously in the ATX 2600G3 system. GalnAsP single layers on 2"
InP substrates emit at a wavelength of 1350.44 nm with a standard deviation of 1.77 nm which is 0.25 %. Adjusting the gas
flow parameter to an emission wavelength of 1.024 nm results in a uniformity of 1.07 nm. In the active region of high
performance laser structures MQW structures are needed to achieve lasers with superior device characteristics. To prove the
ability of our Planetary Reactor® to grow this kind of structure we demonstrate GaInAsP/GaInAsP MQW structures emitting
light at 1392.61 nm. A full wafer photoluminescence mapping across a 2" wafer shows a standard deviation of the
wavelength of 1.77 nm. Temperature management in the reactor, gas flow dynamics and rotation of the wafer will be
discussed to understand the physical mechanisms to achieve this highly uniform layers from wafer to wafer and run to run in
combination with a low cost of ownership.

Keywords: MOVPE, multiwafer growth, InGaAsP, uniformity laser, LED

1. Introduction

AlInGaP and InGaP are the key materials to produce optoelectronic devices such as light emitting diodes and lasers.
LEDs with 50 Im/W have already been demonstrated [1]. These highly efficient light emitters open new market areas for
semiconductor based illumination technology. Since these devices are fabricated by mass production processes, it is
necessary to perform the epitaxial growth in multiwafer MOVPE reactors. It is expected that in the near future up to 50% of
all ITII-V substrates will be used to produce ultra high brightness LED grown by MOVPE. The requirements for a production
machine are high throughput, high efficiency and a good uniformity of composition, layer thickness and doping. These
requirements are met by AIXTRON Planetary Reactors® due to their unique design which offers real multiwafer capability at
a high degree of flexibility. Depending on the chosen setup, up to 95x2" wafers can be grown simultaneously in one run.
Recently, a new fully automated 35x2" or 5x6" type has been introduced.

Part of the SPIE Conference on Light-Emitting Diodes: Research, Manufacturing
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2. Experimental

The AIXTRON Planetary Reactor® is a tool for the mass production of various III-V compounds [2,3,4,5,6,7]. The
principle is based on a horizontal reactor shown in Fig. 1.

The main carrier gas (N, and H,) and the standard group IT elements (TMGa, TMAL, TMIn) and dopants (DEZn, SiH,)
were injected in the center of the susceptor with a rotational symmetry. The second carrier gas and the standard group V
elements (AsH;, PH;) were also injected in the center but separated from the group III elements. This special design of the
inlet geometry avoids pre-reactions and allows a very good run-to-run reproducibility and an excellent uniformity. To
achieve the good uniformity a precise temperature management of the reactor is necessary. There are several hardware
options available to optimize the temperature profile in the reactor for each customer requirement. Absolute growth
temperature, gas flow distribution, rotation speed of the main plate and the gas foil rotation of each wafer as well as the gas
phase composition are the common parameters which need to be controlled to optimize the layer properties.

In this study we discuss results obtained in various types of Planetary Reactors® used for the growth of InGaP based
materials. Standard growth parameters used in this study are low total gas flows between 20 and 30 Vmin (depending on the
reactor size) and a total pressure around 100 mbar. InGaP has been grown both with phosphine and tertiary-butyl-phosphine
as the group V precursor. AllnGaP with various Al concentrations up to AllnP have been grown. Typical growth
temperatures used were between 675°C and 750°C.

second carrier + group V elements main carrier + group Il elements
I + dopants

quartz glass ceiling
injector
wafer
rotating inductive heated wafer carrier

Fig. 1: Planetary Reactor® principle
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3. Results and Discussion
3.1. Evaluation of AlGalnP

To demonstrate the capabilities of the AIX 2400 reactor we loaded 15x2" wafer in the reactor to grow AllnGaP on GaAs
substrates. Room temperature photoluminescence mapping was carried out and the obtained wavelength distribution across
one 2" wafer is shown in Fig. 2. The obtained average wavelength is 590.78 nm with a standard deviation of 0.80 nm which
is 0.13%. Basically little variation of composition is observed across the wafer except at the edges.

[mm] [nm]

(nm) Bin Size is 1.00 nm.
583.00

| (mm)

Wafer area [mm)] Distribution [%]
Fig. 2: Uniformity of wavelength of AlInGaP on 2°’ GaAs

Wavelength - Average: 590.78 nm
- Std. Dev.: 0.80 nm
= 0.13%

3.2. Properties of GalnP

The composition uniformity of GaInP has been demonstrated on 4" GaAs substrates grown in the AIX 2400 reactor
loaded with 5 wafer. The wavelength distributions obtained from automatically performed room temperature
photoluminescence measurements are shown in Fig. 3. The average wavelength is 665.99 nm with a standard deviation of
1.68 nm which is 0.25%. Similar values were obtained in the AIX 2600G3 reactor loaded with 9x4" wafer. As an example
we demonstrate a good layer thickness homogeneity, represented by a standard deviation of only 0.24%, as shown in Fig. 4.
The average layer thickness is 4135 nm with a standard deviation of 9.8 nm. One can observe a rotational symmetry to the
thickness distribution which corresponds to the reactor configuration including the very homogeneous temperature profile
together with the well adapted rotation speed of the wafer. The rotational symmetry of the film thickness distribution
represents a characteristic of the Planetary Reactor® with individual rotating substrates. The very low number of standard
deviation in all important properties (layer thickness as shown, but also composition and PL-intensity) indicate the proper
adjustment of the corresponding process parameters. These parameters are temperature and flow profile as well as rotation
speed of main plate and wafers.
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Fig. 3: Uniformity of wavelength of GaInP on 4’ GaAs
Wavelength - Average: 665.99 nm
- Std. Dev.: 1.68 nm
= 0.25%
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Another important point to increase the device yield is the homogeneity of photoluminescence intensity. Again we will
discuss a GaInP layer grown on 4" GaAs substrates in an AIX 2400 reactor in the 5x4" configuration. The room temperature
PL intensity distribution is shown in Fig. 5. An average of 919 counts was obtained with a standard deviation of 112 counts
(12%) which is an excellent value and would permit the use of nearly the whole wafer area to fabricate optoelectronic
devices.
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Fig.5: Homogeneity of intensity of GaInP grown on 4" GaAs substrates

Intensity - Average: 919 CU
- Std. Dev.: 112 CU
= 12%

3.3. Growth of GalnAsP Single Layers and GalnAsP/GalnAsP Multiquantum Well Structures

Since no 4" InP wafers are currently available on a commercial base, GaInAsP was grown on 2" InP. Since this material
is very temperature sensitive, this is the ultimate homogeneity proof. The wavelength distribution of GaInAsP with an
average wavelength of 1350.44 nm is shown in Fig. 6. The standard deviation is 1.77 nm which is 0.25%. This result
demonstrates the very good uniformity obtainable in this kind of reactors.
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Fig. 6: Wavelength uniformity of GaInAsP grown on 2" InP substrates

Wavelength - Average: 1350.44 nm
- Std. Dev.: 1.77 nm
= 0.25%

Since optoelectronic devices such as laser and optical modulator rely on quantum well structures we studied the quality
and uniformity of multiquantum well structures. To avoid the well known carry over of group V elements in InGaAs/InP
quantum wells we studied InGaAsP/InGaAsP quaternary layer stacks with an average emission wavelength of 1392nm. X-
ray measurements taken across the wafer shows multiple sattelite peaks indicating the sharp interfaces between the layers
qualifiying the periodicity of the layer stack. The room temperatures PL mapping of these wafer show a standard deviation
of only 1.77 nm. This is a clear proof that complicated multiquantum well structures can be grown in multiwafer reactors
maintaining the excellent uniformity known from single layers.

Increasing need of single devices and larger chip size of optoelectronic circuits based on InP substrates as well as the
market pressure to lower prices makes the growth of 3 inch InP substrates interesting. To demonstrate the performance of the
ATX 2400 reactor we let the reactor run in a 8x3 inch configuration for InGaAsP on 3 inch InP. The room temperature PL
mapping shown in Fig. 7 shows a standard deviation of 2.46 nm with an average wavelength of 1326 nm. These results are
very promising to establish a 3 inch InP technology based on production proven multiwafer MOVPE reactors.
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Fig. 7 Wavelength uniformity of GalnAsP grown on 3 inch substrates

Wavelength -Average : 1325.93 nm
- Std. Dev. : 2.70nm
- Laser: HeNe

3.4. Growth of AlGaAs and GaAs for Electronic Application

Since the market for low power and high speed electronics based on GaAs is rapidly increasing we will demonstrate
typical material systems in a large scale dimension. The growth of the corresponding layers is performed in the ATX 2600
9x4" configuration. Here we will focus on typical layers used for the design of a AlGaAs based heterobipolar transistors
(HBT). The resistivity distribution of a Al3Ga, ;As:Si layer on 4" GaAs wafer without edge exclusion was measured and
evaluated. Hall measurements show an electron concentration of 3x107cm™ and a mobility of 1600 cm?/Vs. These data fit to
the theoretically expected values for Aly3Gay;As to conclude that sufficient low oxygen and carbon levels are present in the
sample [8]. In accordance with the Hall data non destructive sheet resistivity measurements with a sheet resistance of 139
Q/0) were measured. The standard deviation is only 1.4%. The thickness uniformity of this 2 pum thick 30% Al containing
layer is below 0.25%. The rapid heating and cooling cycle of the G3 system allows to grow the p-type material at significant
lower temperatures than the undoped and n-doped layers. The resistivity distribution of 2 GaAs:C layer grown below 550°C
on a 4" substrate was used to evaluate the doping uniformity. Using this doping technique we make use of the intrinsic
carbon uptake from metalorganic precursors. The high hole concentration of 4x10cm™ with a mobility of 99cm?/Vs and
the sheet resistivity distribution with a standard deviation of only 0.9% proves the ability of this reactor concept to provide
excellent doping uniformity in the temperature range lower than 800°C and down to lower than 550°C simultaneously
without hardware change. These are the temperature intervalls usually employed in HBT growth. These high uniformities in
dopant distribution demonstrate the high potential for maximum yield in device fabrication.

4. Conclusion

We presented comprehensive data concerning the growth of GaIlnAsP, GalnP, AlGaAs, AlGaInP and other III-V
materials. Special focus was put on uniformity (typical data: 1% thickness uniformity and 1nm wavelength uniformity for
most of the materials) and electrical and optical characteristics of films grown in these machines. The data prove that the G3
systems are the most flexible and efficient reactors to meet the demands of III-V manufacturing for the next decade.
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Engineering high-quality In,Ga,.P Graded composition buffers on GaP
for transparent substrate light-emitting diodes

Andrew Y. Kim and Eugene A. Fitzgerald
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ABSTRACT

We present the development of high-quality In,Ga,..P graded buffers on GaP substrates (In,Ga,.,P/GaP) for use in epitaxial
transparent-substrate light-emitting diodes (ETS-LEDs). The evolution of microstructure and dislocation dynamics of these
materials has been explored as a function of growth conditions. The primarily limiting factor in obtaining high-quality
In,Ga,P/GaP is a new defect microstructure that we call branch defects. Branch defects pin dislocations and result in
dislocation pileups that cause an escalation in threading dislocation density with continued grading. The morphology of
branch defects is dominated by growth temperature, which can be used to control the strength and density of branch defects.
In the absence of branch defects, we observe nearly ideal dislocation dynamics that are controlled by the kinetics of
dislocation glide. This new understanding results in two primary design rules for achieving high-quality materials: 1) control
branch defects, and 2) maximize dislocation glide kinetics. Combining these design rules into optimization strategies, we
develop and demonstrate processes based on single and multiple growth temperatures, With optimization, threading
dislocation densities below 5x10° cm™ are achieved out to x = 0.39 and a nearly steady-state relaxation process is recovered.
Having controlled the severe material degradation with continued grading that stopped earlier In,Ga,_,P/GaP efforts, we
describe the basic device design and process for ETS-LEDs. The ETS-LED technology promises significantly reduced
processing requirements, higher yield, lower cost, and enhanced design flexibility over existing LED technologies.

Keywords: InGaP, InAlGaP, GaP, transparent substrate, light-emitting diode, dislocation dynamics, graded composition
buffers, branch defects, metal-organic vapor phase epitaxy, ETS-LED

1. INTRODUCTION

1.1. Current Light-Emitting Diode Technology

Light-emitting diodes (LEDs) based on Ing 5(Ga,Al,.,)osP alloys grown on GaAs substrates by metal-organic vapor phase
epitaxy (MOVPE) have emerged as the dominant technology for bright and efficient devices in the green to red visible
wavelengths. The novel application of highly-mismatched GaP window layers for improved current spreading and light
extraction provided improved efficiency for devices on GaAs absorbing-substrate’., Recently, transparent-substrate LEDs
(TS-LEDs) were developed where the absorbing GaAs substrate is removed and replaced by a transparent GaP substrate,
resulting in a roughly two-fold improvement in external quantum efficiency over absorbing-substrate LEDs (AS-LEDs)’.

The current TS-LED technology has evolved into a series of commercially successful products. A general schematic of the
process is shown in Figure 1 and goes as follows: a normal Ino 5(GayAl,y)osP double heterostructure LED is grown on GaAs
by MOVPE, a thick GaP window layer is grown on the LED structure by hydride vapor-phase epitaxy (HVPE), the GaAs
substrate is etched away, and the LED structure with the thick GaP window layer is wafer-bonded to a GaP substrate®. The
processing demands of TS-LEDs are much more extensive than for AS-LEDs, but the improved performance Justifies the
added cost in many applications.

1.2. In,Ga, ,P/GaP Graded Composition Buffers

Graded compositions buffers (graded buffers) of In,Ga,..P grown on GaP (In,Ga,_,P/GaP) could also be used as transparent
substrates without any of the additional processing necessary in current TS-LEDs. Since the bandgap of In,Ga,,P decreases
steadily with increasing indium content, the GaP wafer and most of the In,Ga,.P graded buffer is always transparent to the
final In,Ga,.,P composition, resulting in a transparent virtual substrate. LEDs or other optoelectronic devices can be grown
immediately in the same reactor and the resulting device structure can be processed like an AS-LED.
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Figure 1. Schematic diagram of the structure of a TS-LED through the various processing steps necessary with the current technology.
Layer thicknesses are not to scale.

Some of the advantages of In,Ga,_.P/GaP were recognized by earlier workers, but severe material degradation during growth
limited device applications. Stinson et al grew a series of In,Ga,,P/GaP LEDs by HVPE and found that efficiency degraded
sharply as the emission wavelength was increased past 600nm, which corresponds to In,Ga, P compositions of x > 0.35%,
Chin et al grew In,Ga,,P/GaP by gas-source molecular beam epitaxy (GSMBE) and observed degradation for compositions
of x >0.32°, in agreement with the results of Stinson et al. Both groups attributed the degradation beyond x ~ 0.3 to
increasing dislocation density in In,Ga,..P/GaP due to the increasing mismatch with GaP with continued grading*”.

The belief that dislocation density should increase with continued grading is based on a static interpretation of the relaxation
process. Early work with graded buffers indicated a steady-state dynamic process that should actually feature a nearly
constant dislocation density6'7. Advances in Ge,Si;.,/Si have demonstrated that dislocation density escalation with continued
grading is caused by the formation of pileups, predominantly due to a recursive and escalating interaction between
dislocations and evolving surface roughness. Related work with In,Ga, ,As/GaAs showed that the roughness and material
properties of In,Ga,,As/GaAs are heavily dependent on growth temperature®®, suggesting an opportunity for improving the
quality of In,Ga,_.P/GaP by optimizing growth conditions.

1.3. Our Work

We recently optimized growth conditions for In,Ga,..P/GaP grown by MOVPE and obtained a nearly steady state dislocation
density of ~5x10° cm™ for the composition range of x =0.26 to x = 0.40'*!". A new defect microstructure that we called
branch defects was identified and demonstrated to control the microstructure of In,Ga,.,P in the temperature range of 650°C
to 810°C!!. Furthermore, we showed the first experimental verification of a kinetic model for relaxation proposed by
Fitzgerald ef al'2. Examining the literature, we proposed a picture of the evolution of microstructure in In,Ga, P ranging
from roughly 300°C to 800°C. These findings were condensed into a series of design rules and an optimization strategy for
producing device-quality In,Ga, ,P/GaP, which resulted in the recovery of a steady-state dislocation density'".

In this paper, we will explain and condense the understanding of the evolution of microstructure and dislocation dynamics in
In,Ga,..P/GaP into a set of design rules for achieving high-quality materials. We will present our current optimization
strategy that achieves a nearly steady state dislocation density of ~5%10°% cm® for the composition range of x = 0.26 to x =
0.40. Finally, we will discuss device design and processing advantages for these entirely epitaxial transparent-substrate
(ETS) materials.

2. EXPERIMENT

Undoped In,Ga, P graded buffers were grown on (001) GaP off-cut 10° towards a {011}. A Thomas Swan atmospheric
pressure MOVPE reactor was used with trimethylgallium, solution trimethylindium, and PH, source gases carried in H,
flowing at 5 slpm. Substrates were placed on a graphite susceptor in a horizontal, rectangular quartz reactor. Growth
temperature was controlled by a halogen lamp under the reactor and a thermocouple inside the susceptor.



Samples began with a 0.5 pm GaP homoepitaxial buffer, followed by a graded composition buffer, and finished with a 4 pm
uniform composition layer. An average grading rate of 0.4% strain/pm, which corresponds to 5% indium/ pm, was used in all
samples. Growth temperatures ranged from 650°C to 810°C. Additional details are available in prior reports'™

3. RESULTS AND DISCUSSION

3.1. Evolution of Microstructure and Dislocation Dynamics

In In, Gal «P/GaP, the primary cause of escalating defect density with continued grading is the formation of dislocation
pileups'®. Dislocations become immobilized through interaction with other defects in the microstructure, forcing the

nucleation of new dislocations to continue relieving strain. As pileups grow stronger and more frequent, dislocation density
continues to escalate with grading.

For high growth temperature roughly above 600°C, the primary cause of dislocation pileups in In,Ga,_P/GaP is the
formation of <110> branch-like defects with sharp local strain fields'!, which we call branch defects. Branch defects hinder
or pin gliding dislocations, resulting in dislocation pileups. Figure 2 shows branch defects and dislocation pinning, as seen in
plan-view transmission electron microscopy (PVTEM).

Branch defect morphology and evolution are dominated by growth temperature. The density of branch defects, pyranchs
decays exponentlally with temperature, as shown in Figure 3. Typical dislocation pileup densities, fyie,,, in these samples
range from 50 cm™’ to 2000 cm™, so clearly not all branch defects result in dislocation pileups. Figure 4 shows the trends in
Pihread 804 Dpiteyp, Which clearly indicate that more dislocation pileups occur with increasing temperature. Therefore, since

Pranch decays exponentially and p,;...,, increases exponentially with increasing temperature, the ability of branch defects to
pin dislocations must increase dramatically with increasing growth temperature.

Branch defects indeed look sharper and stronger with increasing growth temperature in PVTEM images. Furthermore,
branch defects at high temperatures turn bend contours in PVTEM images much more sharply than at low temperatures,
suggestmg that the branch defects possess much more strain at high temperatures. It is reasonable to assume that dislocation
pinning ability depends on the strength of the branch defects.

Additional experiments show that branch defects have an evolution, appearing only after some amount of grading. The onset
of branch defect formation is dependent on temperature, hence a phase diagram can be developed, as shown in Figure 5.
Since all samples were grown with the same grading rate, it is impossible to deconvolute the dependencies on total film
thickness and composition in the current data set.

Figure 5 suggests an interesting possibility: at low compositions, branch defects are absent and nearly ideal dislocation
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Figure 2. PVTEM image of branch defects in In,Ga, .P/GaP  Figure 3. Average branch defect density plotted against growth
graded to x = 0.26. The branch defects pin dislocations and temperature for In,Ga, .P/GaP.
sharply turn bend contours.
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Figure 4. Threading dislocation density and dislocation pileup Figure 5. Phase diagram for branch defects at x ~ 0.3.
density versus final graded buffer composition.

dynamics should be observed. Atx ~ 0.1, Figure 6 shows that piqq decays exponentially with temperature, the opposite of
the trend observed in Figure 4. Clearly, the limiting phenomena for relaxation are very different in the absence of branch
defects.

Figure 6 shows that relaxation becomes more efficient with increasing temperature, requiring fewer dislocations to relieve
strain. The exponential temperature dependence of Pieqs Suggests that a kinetic mechanism limits dislocation dynamics in
the absence of branch defects. If relaxation is envisioned as a process of dislocation nucleation and subsequent glide to
relieve strain, it is apparent that if nucleation were rate limiting, then pye.s Would increase exponentially with temperature.
The observed trend is the exact opposite, therefore dislocation glide kinetics must limit relaxation in In,Ga,,P/GaP in the
absence of branch defects.

The change in surface morphology shown in Figure 7 also suggests an improvement of dislocation dynamics at higher
temperatures. The transition from a rough, cellular surface at low temperatures to a smooth, ordered crosshatch surface at
higher temperatures is indicative of increasingly efficient strain relaxation in low-mismatch systems by dislocation glide".
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Figure 6. Threading dislocation density versus growth temperature x ~ 0.1, in the absence of branch defects.



Figure 7. Atomic force microscopy images of surface morphology versus growth temperature at x ~ 0.1.

3.2. Process Design Rules and Optimization

The new understanding of branch defect evolution and ideal dislocation dynamics in In,Ga,_P/GaP is critical for process

optimization. It is desirable to condense the details of the observed evolution into simple design rules and an optimization
strategy.

The simplest approach is to consolidate the data into one graph, as shown in Figure 8. At x > 0.3, increasing branch defect
strength with temperature limits material quality, so a low growth temperature is preferable. Atlow compositions,
dislocation glide kinetics limit material quality and a high growth temperature is desirable. Unless substrates are patterned or
significant dislocation annihilation can be induced", dislocations generated at a low composition are retained with further
grading. Therefore, the temperature dependencies of branch defect strength and dislocation glide kinetics combine to form a

process window near 700°C for the growth of high-quality In,Ga,.,P/GaP with compositions of x > 0.3 ata single
temperature.

Experimentall?f, a growth temperature of 700°C indeed resulted in the best material quality among samples grown at a single
temperature'®'". Unfortunately, the process window at 700°C is narrow and dislocation density increases exponentially in
either direction. A more robust process is desirable for consistent commercial production. Clearly, there are two imperatives
for any optimization strategy intended to open up the process window: control branch defects and maximize dislocation glide
kinetics. Our current optimization strategy incorporates both design rules into a two-step process.

First, the highest possible temperature is used initially. High temperatures maximize dislocation glide kinetics, resulting in
-low values of Pess. Extrapolation of Figure 6 shows that py,e.s = 3x10* cm? at 926°C, which is equal to the measured p,0.q
of the GaP substrates, thus setting an upper bound for useful growth temperature. Furthermore, Figure 5 shows that the onset
of branch defect formation occurs later at higher temperatures, therefore a high growth temperature avoids the formation of
branch defects for as long as possible.

Then, just before the onset of branch defect formation at the initial high temperature, the growth temperature is dropped
sharply. Since branch defects are inevitable at this point, the temperature is lowered to suppress branch defect strength.

PVTEM images of branch defects and quantitative pyreas and Ppgncr data show that this strategy effectively suppresses branch
defect strength.

Figure 6 suggests that a sharp temperature drop should slow dislocation glide kinetics and result in higher py,e.s. This does
not occur in practice because dislocation glide kinetics increase with grading. While dislocation glide kinetics data is not
available for In,Ga, P, it can be estimated from existing data. Dislocation glide kinetics have been measured to be orders of
magnitude faster in InP'* than in GaP". The equilibrium phase diagram for InGa,..P in Figure 9' shows that most of the
change in solidus temperature occurs between x = 0 to x ~ 0.3, so most of the change in materials properties between GaP
and InP should occur in that range. Therefore, dislocation glide kinetics should increase orders of magnitude when grading
In,Ga,.,P on GaP substrates, allowing a sharp temperature drop without increasing py,.,, if the resulting dislocation glide
kinetics are as fast as those at the beginning of the graded buffer.

The largest allowable temperature drop can be calculated by estimating the change in dislocation glide kinetics with
composition, as shown in Figure 10. A temperature drop of roughly 100°C to 150°C is possible at x = 0.2 without increasing
Priread due to slow dislocation glide kinetics.
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Figure 8. Consolidated graph of threading dislocation density ~ Figure 9. Equilibrium phase diagram for In,Ga,_,P. Taken
versus growth temperature for In,Ga, ,P/GaP. from Ref. 14 and digitally edited.

An early optimized sample grown by a three-step process (760°C, 700°C, and 650°C) resulted in pireas = 4.7x10° cm? atx =
0.39, compared to Press = 6.8x10° cm™ at x = 0.34 in the best sample grown at a single growth temperature of 700°C.
Optimization both decreases overall defect density and extends the useful range of indium compositions, compared to
samples grown at a single temperature. Since branch defect strength dominates dislocation dynamics, a two-step process is
likely to produce better results. Figure 11 compares the escalation of py,..s With grading shown earlier in Figure 4 with
results from optimized samples. The optimized samples appear to recover nearly steady-state behavior at pyees ~ 10° cm™
and further optimization may achieve Pyreqs < 10 ecm’,

3.3. Development of Device Structure and Process

LED heterostructures can be grown immediately after the uniform composition layers in the same MOVPE reactor. With
defect densities of Pyypead < 5x10°® cm™ over a wide range of compositions in our In,Ga, ,P/GaP, efficient and reliable epitaxial
transparent-substrate LEDs (ETS-LEDs) are a possibility. A discussion of device designs will show significant design and
processing advantages to the ETS-LED technology.

Our basic device structure is shown schematically in Figure 12. Beginning with an n-type GaP substrate, an n-type GaP
homoepitaxial buffer layer is grown. An n-type In,Ga,,P graded buffer is then grown at roughly 5% In/pum. Either at the
indirect-direct bandgap transition near x = 0.27 or at some composition slightly before the desired active layer composition, a
percentage of the gallium is replaced with aluminum and grading is continued with In,(GayAl,y)1.<P. When the final desired
lattice constant is achieved with In,(GayAl,)1<P, grading is stopped and a uniform composition layer is grown. At this
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Figure 12. Schematic diagram of an ETS-LED based on In(GayAl,,);.P/GaP. The black layers on the top and bottom are metal contacts.
Layer thicknesses are not to scale.

point, a standard LED double-heterostructure is grown. The resulting device structure can then be removed from the reactor
and processed like a standard AS-LED structure.

The ETS-LED device structure is entirely transparent to light emitted from the active layer of the LED. Aluminum is added
to the graded buffer to ensure that the entire graded buffer and the uniform composition layer are transparent. Alternatively,
the active layer can be implemented as a strained quantum well or grown with aluminum to shift emission to wavelengths
beyond the absorption edge of In,Ga;..P. Adding aluminum to the graded buffer is preferable, because it is prudent to avoid
aluminum in the active layer to maximize both material quality and heterostructure band offsets and high power LEDs
typically require relatively thick active layers.

The thick GaP substrate acts as both a current spreading layer and a light-extraction window. A small patterned contact on
the substrate combined with a fully metallized top contact should provide full current spreading within the device. Mounted
top-side down on a standard header, the small patterned back contact minimizes reflection back into the device. Furthermore,
earlier work with AS-LEDs has shown that thicker GaP window layers continuously improve light extraction efficiency’”
and a typical 200 um thick GaP substrate is far thicker than any practical epitaxial GaP window layer.

The device schematic of the ETS-LED is very similar to the current TS-LED shown in Figure 1, except for the presence of
the graded buffer and the absence of a GaP top window layer in the ETS-LED. The GaP top window layer is necessary to
support the LED heterostructure when the original GaAs substrate is etched®. Otherwise, with the wafer-bonded GaP
substrate acting as a current-spreading and light-extraction layer, the epitaxial GaP top window layer appears to be
superfluous in the TS-LED device structure. The GaP top window layers in TS-LEDs are typically ~50 pm®, while the

graded buffer of an ETS-LED is typically ~5-10 pm, therefore less total epitaxy is required in the ETS-LED technology and
series resistance may be smaller.

Another device design advantage of the ETS-LED is that emission wavelength may be varied without adding aluminum to
the active layer simply by grading to different compositions. The added freedom of bandgap and lattice constant engineering
provided by graded buffers opens up new device design possibilities.

There are significant processing advantages to the ETS-LED technology. The substrate removal and wafer-bonding
processing steps of the current TS-LED technology are eliminated. A thick GaP top window layer is unnecessary in ETS-
LEDs, therefore all of the epitaxy can be performed in a single MOVPE reactor.

Another important benefit is that thermal expansion coefficient mismatch is minimized in the ETS-LED technology. The
thermal mismatch between GaP and GaAs is 11%17, so wafers must suffer from severe curvature after the ~50 pm thick GaP
top window is grown in the current TS-LED technology. Wafer curvature makes processing difficult, especially since the
GaAs substrate must be removed in TS-LEDs. The thermal mismatch with GaP is 4% for Ing 3Gag 5P (565 nm) and 10% for
Tny sGao sP (660 nm)"", plus the total epitaxial thickness is ~10 pm rather than ~50 pm, so ETS-LED wafers should have
much less curvature and better yield than TS-LED wafers.
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Overall, the ETS-LED technology has significant potential benefits over existing LED technologies. The graded buffer
provides new design flexibility, providing another dimension to bandgap engineering. The simpler processing is the major
improvement in ETS-LEDs over current TS-LEDs: less wafer curvature and fewer processing steps should lead to higher
yield and consistency and lower costs.

4. CONCLUSIONS

In this paper, we present a summary of the evolution of a new defect microstructure that we call branch defects. Branch
defects have been identified as the primary cause of material degradation in In,Ga,..P/GaP. The evolution of branch defects
was mapped as a function of growth temperature and composition and the resulting branch defect phase diagram lead to the
exploration of ideal dislocation dynamics at low indium compositions. Dislocation glide kinetics were identified as the
limiting mechanism for relaxation in the absence of branch defects.

The new understanding of the evolution of microstructure and dislocation dynamics in In,Ga,..P/GaP was condensed into
design rules for achieving high-quality materials: 1) control branch defects and 2) maximize dislocation glide. For materials
grown at a single growth temperature in our system, the two design rules combine to form a sharp process window near
700°C. More sophisticated optimization involves changes in growth temperature to open up the process window and we
proposed a two-step optimization strategy. Early results show reduced defect densities of pireas < 5% 10% cm™ over a wide
range of composition from x=0.1 to x = 0.4.

Device and process schematics for a new ETS-LED technology were developed and discussed in comparison to existing
technologies. Overall, the benefits of the ETS-LED technology are significant: new design flexibility, less epitaxy, less
wafer curvature, elimination of substrate removal and wafer bonding steps. If the ETS-LED technology can be
commercialized, the resulting products should feature higher yields and significantly lower costs.

We are currently working on better optimization of growth processes to further improve material quality. Estimates made
with our dislocation dynamics models suggest that values of pyeos < 10° cm™ should be achievable in In,Ga; ,P/GaP. Even
in the current range of defect densities, high-quality LED operation should be possible and we have begun to test devices
grown on In,Ga, ,P/GaP. With further development, the promise of efficient ETS-LEDs based on In,Ga,.P/GaP substrates
should be fulfilled.
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Control of spontaneous emission in photonic crystals
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ABSTRACT

We studied enhancement and suppression of spontaneous emission in thin-film InGaAs/InP photonic crystal at room
temperature. Angular resolved photoluminescence measurements were used to determine expenmentally the band structure
of conduction band of such a photonic crystal and overall enhancement of spontaneous emission. We demonstrated
spontaneous emission enhancement in thin slab photonic crystals. It was shown that emission into the leaky conduction bands
of the crystal has the same effect as cavity-enhanced spontaneous emission provided these bands are flat enough relative to
the emission band of the material.

Keywords: Photonic crystals, Purcell effect, resonant enhancement, spontaneous emission.

1. INTRODUCTION

For a long time the spontaneous emission rates were believed to be an intrinsic property of a material. It was later
understood that spontaneous emission also depends strongly on the surrounding environment through the density of states
and local strength of the elecn'omagnetlc modes’. The first work on enhancement and suppression of spontaneous emission in
the microwave regime were performed in 1980’s by Haroche and Kleppner It was predicted by Purcell® that an atom in a
wavelength-size cavity can radiate much faster than in the free space.
This effect was measured in a cavity formed by two parallel mirrors
by Haroche et al.*. All these measurements were performed on single
atoms. A similar effect can be observed in semiconductor materials,
even though the smallest chunk of the semiconductor we can imagine
consists of thousands of atoms. Enhancement of the spontaneous
emission rate was recently observed at low temperatures in Vertical
Cavity Surface Emitting Laser type structures of small lateral
dimensions’.

Photonic crystals, artificially created, multi-dimensionally
periodic structures are known for a forbidden electromagnetic
bandgap. For that reason, they can be used to modify spontaneous
emission. Initially, it was proposed to use photonic crystals to inhibit
spontaneous emission®, but they can be employed to enhance it as
well.

Enhancement and suppression of spontaneous emission in
thin film photonic crystals at room temperature is the subject of this
paper.

We used angular resolved photoluminescence (PL)
measurements to experimentally measure the band structure of the
conduction band of such a photonic crystal and the overall
enhancement of spontaneous emission. It will be shown below that
InGaAs/InP double hetero-structure. The spongy gray eﬁssion .into .the leaky cenduction pands of the . crystal can be
substance inside the holes is the optical glue. Lattice enhanced just like emission into nc.eavxty mode provndefi these bands
spacing is 720nm, film thickness is 240nm and hole are flat enough relative to the emission band of the material.
diameter is 550nm. An MOCVD-grown Ing 4;Gag s3As/InP single quantum well

Figure 1. A triangular array of holes in the thin film on
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Figure 2. (a)Photoluminescence from a thin slab photonic crystal with a triangular lattice (raw data). Thickness
of the photonic crystal is t=240nm. b) the same with efficiency calibrated to the reference sample

double hetero-structure (see Table 1) was used for these experiments.

InP top cladding layer 90nm
Ing.47Gag 53As, n=10"°cm™ , active region 60nm
InP bottom cladding layer 90nm
Glass slide

Table 1. Sample structure.

Thin films for the photoluminescence experiments were fabricated using a substrate removal technique and bonded to a glass
slide. A set of photonic crystal structures were etched into the thin film samples using electron-beam lithography and ion
beam etching. Each sample had numerous triangular lattice structures spanning a lattice constant range sufficient for the
spontaneous emission band to overlap with both the photonic bandgap and with conduction band modes. In our case of
emission wavelength centered at A=1650nm, the photonic crystal’s lattice constant was made to vary from a=550nm to
a=910nm. Correspondingly, the center of the photonic band gap varied from A=1300nm to A=1900nm (all wavelength A are
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vacuum wavelength). An SEM picture of a typical structure with a=720nm and 1/a=0.37, where r is the radius of the holes, is
shown in Figure 1. :

2. ANGLE INTEGRATED PHOTOLUMINESCENCE MEASUREMENTS

All examples of a thin slab photonic crystal were measured using a standard PL setup with a 780nm AlGaAs pump
laser. This gave a quick way of estimating overall photoluminescence efficiency.. The results of measurements for these
lattices are shown in Figure 2. As one can see from Figure 2, the photoluminescence efficiency increases with lattice
constant. The pumping conditions were fixed and the results did not depend on orientation of the pumping beam with respect
to the samples. The degendcnce in Figure 2 represents exactly the behavior one would expect for emission into leaking
conduction band modes®. Indeed, at small lattice constant, the semiconductor emission falls into the forbidden TE gap of the
photonic crystal. The light is emitted into the TM guided modes and lost. When the spontaneous emission band overlaps with
the forbidden TE gap for guided modes, emission rate is small. However, as the lattice constant of a photonic crystal becomes
larger, the frequency of the photonic bandgap slides down and the emission band starts to overlap with leaking conduction
band modes. Most of the photons are emitted into these guided modes of the crystal and then leak into the free space. The
behavior of such photonic crystals was predicted by S.Fan et al.” for larger lattice constants but the influence of non-radiative
recombination, a factor crucial for the analyses at small lattice constants, was not taken into account in their work.

3. BAND STRUCTURE MEASUREMENTS ON PHOTONIC CRYSTALS.

The angular resolved emission allows for measurements of the dispersion diagram of a photonic crystal’s leaky
modes, that is modes with frequencies lying above the light cone in glass. Indeed, as discussed above, any eigenmode of a
thin slab photonic crystal with the in-plane wave vector ky must satisfy Bloch condition for in-plane propagation

—ikyR
E(r,n) = U, 0e ™", )
where U(r) has the periodicity of a crystal. On the other hand, the wave function of the mode outside of the slab, in the air or
in the glass must be a plane wave asymptotically.

—i(kyR+k; R
E(r,f) ~ e R, @
where K, is the out-of-plane component of the wavevector, so that the propagation angle is o =arctan(k,/k,). Then,
L (R

keeping in mind that for the modes above the line light @(k,) > K,c/n, we conclude that relation

2
(w(ku)” ] >K2+k? 3)
c

20 Spectrum Evolution (S-polarization) can not be satisfied for real @ and k. Thus the modes in

18 1 the region above the light line have to be leaking and
. hence detectable. From the information on frequency
versus emission angle we are able to reconstruct the

> M band structure of the leaking modes. We used the
E_ 12 spontaneous emission spectral peaks versus angle to
g 10 - study the bandstructure of the photonic crystal. A
G g typical sequence of spectra corresponding to the various
e o6l angles of is shown in Figure 3 for 29, 32 and 35
4l degrees. A smooth evolution of the peaks is clearly
N visible. Our spectral data in Figure 4 showed also, that,
even though the modes of a thin film photonic crystal
(;300 1400 15'00 1600 \ 1700 can not be classified as pure TE or pure TM, some of

them have strongly dominating TE or TM components,
while others are more mixed. If so, the
photoluminescence at large angles must be polarized

Figure 3. Measured angular resolved emission with respect to the depending | on the  dominant polarization o.f. a
normal axis spectra have relatively high Q between 30 and 100 and corresponding leaky mode. We used a polarizing
peak to background ratio about 15. beam-splitter to select the different polarizations. As

can be seen from the Figure 4, the broad background
turned out to consist of a few clearly polarized (or

Wavelength, nm Reference
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sometimes mixed) peaks.
Plotting values of the spectral peak positions

TE and TM polarizations at 35° versus angle allows us to re-plot the graph (see
5 Figure 5) on the frequency versus in-plane k; using
TE expressions derived earlier in the section. All
4 detectable bands above the light line correspond to
- ™ leaky modes, and that permits us to measure them.
£ The recorded spectrum of the photoluminescence
gﬁ 31 consists of peaks corresponding to the leaky modes
2 and a broad bell-shaped background corresponding to
21 the emission into the 3D continuum of extended
modes. The coupling overlap of the leaky modes with
14 the active region of the photonic crystal is determined
by the internal structure of the mode. The farther the
0 : ' Referrence = mode is from the light line the easier it is to detect.
1300 1400 1500 1600 1700 Also, some of the cond.uctlon !)and modes of the
Wavelength, nm photonic crystal have their electric field concentrated
in the air regions. Thus, electron-hole pairs can not
emit efficiently into these modes and it is difficult to
Figure 4. Some modes are well polarized while others are of mixed observe them.
polarization.

Comparing the measured band structure in
Figure 5 with the overlaid dispersion diagram
computed using the Finite Difference in Time Domain technique®, we see a good agreement in the shape of the curves as well
as in their polarization. A triangle formed by the crossing of the lowest TE and TM conduction bands in Figure 5 is a typical
and repeatable feature in several samples with different lattice constants. This is the first, to our knowledge, demonstration of
spontaneous emission directly into the photonic bands and the first measurement thereof. Angular resolved spectra on thin
film photonic crystals reveal some very sharp peaks (compared to the emission linewidth of InGaAs), with a Q between 100
and 30, a feature that was not present in previous experiments on thicker films. Besides the high Q, another important feature
of the figure is a very high peak to background ratio, around 15, as can be seen from Figure 3. In the following section we
will argue that these are signatures of the Purcell enhancement realized without a cavity.

4. RESONANT ENHANCEMENT IN THIN-SLAB PHOTONIC CRYSTALS

It was shown® that spontaneous emission in a small cavity is faster than in the bulk material. Crucial parameters for

the speedup were cavity Q and effective volume Vg of the resonant mode:
I 30,8(A/2n)
I, 27V,

In the photonic crystals studied in the previous section, the measured Q’s of modes were comparable to that of a
dielectric cavity. Since these modes are large in volume, local field enhancement is much smaller. But since the band
structure of upper modes is nearly flat as can be seen from both theoretical and experimental results (Figure 5), these modes
pick up a large degeneracy factor, g, compensating the loss in the local field enhancement,

Now we will derive the enhancement of spontaneous emission in a particular direction:

Suppose we have selected a narrow solid angle sin8d@d¢ and a frequency range de. Then, similarly to the derivation
in Ref 9, we have to compare the density of modes and local fields of the emission into a 3-d continuum of modes to that of
the emission into the leaky guided modes.

The spontaneous emission rate is proportional to square of the local field of the mode E*(r) (normalized to hv/2) and
to the number of modes AN emitting into the given solid angle in given frequency range.

@)
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Figure 5. Theoretical and experimental bands for the photonic crystal from Figure 1. Red lines correspond to TM-like
modes, blue lines are TE like modes.

For emission into the 3-d continuum of modes,
ho

E*(r)=——o0 : (&)
® 2nV
And number of modes emitting into the given solid angle is given by
k? sin 6dkd6d
AN,, =k sn&dkdédp ©)

(@)
where k=a/c is a corresponding wavevector and V=L? is the quantization volume.
For the case of emission into the leaky modes, the local field depends on the position of the emission dipole in the active
region. We can assume that vertical distribution of the electric field is concentrated in a slab waveguide. Then, the average
square of the electric field normalized by a single quantum in a given point is given by
EX(r)= o —Fir)= - EX(r) )
2 [e@)ER@Ndr  2e/2) [e@)EL @AY

slab slab

where t is the slab’s effective thickness and Ey is the non-normalized electric field distribution of the mode. Integration in the
last expression is performed over the center plane of the slab.

The number of modes emitting at this angle is given by a projection of the three-dimensional k-space onto the plane of
guided mode wave vectors:

—A, ®)
2z}
where ky=ksin8, dky=kcos6d6 and A=L? is the area of the slab.
Averaging over the active region A, in a unit cell would give the total radiation rate in a given direction.

However, since the line width of the leaky mode Aw is much larger than specified spectral resolution d, only 240 of the
n A

radiation will be in the spectral range. The 2/nt pre-factor comes from the Lorentzian lineshape of the leaky mode, similar to

the derivation in Chapter 3.

Thus, the rate of background radiation would be given by
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K sinbdkd6dp , ho
(27:)3 2nV active

L, [E* (AN, d’r=2 o)
active
: . . . 1 d .
And, in the same way, enuss102n into the czaky modes is 20> (ksin)(k cosdd6)dp
Lo [E*@)AN,,d*r= . :
aive 2t/2) [e()E3(r')d’r' mA® (2x)

slab

fAEﬁ(r)er (10)

active
Taking a ratio and simplifying we get:
Loy 1 Asas 2 2 oso (11)

F3d T je(r' )Eg (r')dzr' Aam've Aw nt
slab

[eB2rd?r

. active

Introducing mode’s Q=w/Aq, and a pa.rametj,r Yo chazractcrize electric energy overlap with the active region:
&E;(r)Mdr
Y= A:lab , Active (12)
[e@EI G T A
slab

enhancement of spontaneous emission rate at a given frequency can be transformed into a familiar structure of a Purcell
number in 1 dimensior(n: ) 2 A

o Y
—L=—Q'_COSB (13)
T, m T 2nt

In semiconductors, the emission band is normally wider than the cavity linewidth. For that reason the Lorentzian in Equation

(13) has to be convoluted with the semiconductor emission spectrum, as it is done in derivation of Purcell factor. This

integrates out the 2/z in the Lorentzian and substitutes Q with the material’s Qm (10 for InGaAs in our case). Then the
spectrally integrated enhancement in a given direction becomes

2d
£ = -—cos @
T, 5 (14)
In the structure we have studied, the active region covers approximately half of the sample area. In the optimal case, when all
electric energy of the mode is concentrated in the semiconductor, the overlap parameter is simply ¥=2. This happens close to
the I point of the Brillouin zone, as can be seen from the computed energy distribution plot in Figure 6. Then, expected peak
enhancement, i.e the peak to background ratio of the spectra in Figure 2, in a direction close to the normal would be

T, 2 1650 L.
T s Z'EQ ) 7-240 =0 je. approximately the modal Q. The observed peak to background ratio is smaller, about 15 to
3d

20. We attribute this discrepancy to two factors: First, the background may be higher due to the contribution of other modal
peaks, and, second, the structure imperfections may cause some additional scattering of the mode.

If the photonic bands could be engineered to be
relatively flat compared to the emission spectrum, this
enhancement would be achieved for all directions. As can be seen
from the experimental and theoretical band structures of the
photonic crystal that we considered, the spectral variation of the
lowest “conduction” band is approximately twice the spontaneous
emission band. Then, the enhancement integrated over all the
angles becomes somewhat smaller, between 3 and 5. If the band
can be made flat, the radiative lifetime can be made influenced by
Purcell effect.

In the best of the thin slab photonic crystals, the
photoluminescence efficiency was considerably greater than in
unpatterned samples. Absolute efficiency calibration can be made
by referencing the emission to the reflection (100%) froom a

Figﬁre 6. Electric energy distribution in the I" point of the white surface. Such calibration generally shows that InGaAs -
Brillouin zone. All energy is concentrated in the dielectric double hetero-structures grown by Raj Bhat, have an internal
veins. quantum efficiency near 100%. :
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An unpatterned thin film between two glass
hemispheres has an optical escape probability

55% 50% 45% of ~0.11, where n=3.2 and

w

20—
dn,/n,)

n=1.5 are refractive indices of the
semiconductor film and glass correspondingly.
In our ultra-thin films, the effective refractive
index is probably slightly smaller than that of
the bulk material. Also, the high internal
efficiency of the InGaAs active layer allows the
photon recycling to boost the external
efficiency of the film even higher. With all
these benefits combined, we conservatively
estimate that a thin film, when encapsulated in
glass or epoxy, can have a double sided 12%
0 1 2 3 4 external efficiency. This sets an absolute
T Y : efficiency scale for the photonic crystal
Nonradiative/Radiative ratio (N/R) samples shown in the Figure 2b, (which were
all measured under identical pump and
collection  conditions). The  calibrated
photoluminescence signal versus lattice spacing
is shown in Figure 2a. As can be seen from the

N

Purcell enhancement (F)

o

Figure 7. Dependence of the Purcell enhancement factor on the value of the

non-radiative recombination rate N/R for different values external efficinecy .
11=45, 50, 55%. The shaded area limits the possible values of the Purcell gr aphl’ the 1.’:}*1 Sl“ ength from the P‘Q‘(‘;Bm‘c crf‘al
enhancement factor. The Purcell factor is constrained by the lower limit on samples with lattice constant ~500nm, where
N/R=1.5 from the left, and by the maximum Purcell factor 3 in this kind of conduction band modes match the InGaAs
structure from the top. emission frequency, is twice as large as that

from an unpatterned sample. Taking into

account that there is only half as much surface area in the patterned PBG samples to absorb light (at least in the geometrical
optics approximation), this gives the external efficiency of 4x12=48%. There are three factors influencing the measured
external quantum efficiency of photonic crystal samples:
1. In principle, the extraction efficiency can be unity since all modes are leaky.
2. By drilling the holes through the active region, we introduce non-radiative recombination. We will show below that non-
radiative recombination rate N is comparable to the radiative emission rate R: N/R~1, where R is the radiative emission rate in
bulk semiconductor material in which there is no Purcell effect.
3. The radiative emission rate in the patterned film is enhanced by the Purcell factor F, a quantity we would like to determine:
R—FR.

Then, the external quantum efficiency of the sample emitting into the conduction band modes of the photonic crystal
would be given by the fractional rates:

_ FR _ F
T=FR+N F+NI/R’ (15)
which can be solved for the Purcell enhancement factor F:
n N
= ﬂ R (16)

It follows from the Equation (16) that the knowledge of relative non-radiative recombination rate (N/R) is necessary
to determine the Purcell factor.

We can use the a==600-700nm samples in Figure 2b emitting into the forbidden photonic bandgap to estimate the
non-radiative recombination rate. Indeed, as can be seen from the Figure 2b, the total photoluminescence signal in those
samples is 5 times lower than in the unpatterned sample. Correcting for pumped area ratio, a factor of 2 as before, gives us
a2.5 times drop in the external efficiency compared to the unpatterned continuous film, as shown if Fig 2a. Using a
conservative assumption that the escape probability is the same as in unpatterned film, we obtain an estimate on non-radiative
recombination rate N in terms of the radiation recombination rate R:

<04
R+N am

from which follows N/R>1.5.
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The factor 1.5 is a lower limit on the non-radiative/radiative recombination rate because the extraction efficiency of
the sample with holes is more likely to increase due to the presence of additional surfaces. Plotted in Figure 7, is a family of
curves showing the dependence of Purcell enhancement factor versus (N/R) for different efficiencies from Eqn. (16). As one
can see from the Figure 7, the Purcell factor is constrained by our measurements to be above 1.5 but probably less than the
F=3 which would occur in the ideal case at room temperature in InGaAs. Certainly, we will need to perform lifetime
measurements on our samples to verify the exact value of the Purcell factor for spontaneous emission into conduction band
modes.

5. SUMMARY

The resuits of photoluminescence measurements on thin slab photonic crystals were presented in this paper. The
angle dependence of the PL spectral peaks was shown to follow the photonic bands of the photonic crystals. The band
structure of the conduction bands was measured using the angular resolved spectra. Up to a 15-fold enhancement of the
emission in a given direction was observed and explained in terms of the Purcell enhancement.
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Infrared Light-Emitting Diodes with Lateral Outcoupling Taper
for High Extraction Efficiency
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ABSTRACT

We present a non-resonant light emitting diode with a novel concept of light outcoupling. Light is generated in the
center of a radially symmetric structure and propagates between two mirrors to a tapered region where outcoupling
occurs. Principles of outcoupling are given using a simple ray tracing model. Different process routes are developed
resulting in on-substrate as well as substratless devices. Not yet optimized devices show quantum efficiencies of 12 %
and 15 %, respectively.

Keywords: Light-emitting diodes, High-efficiency

1. INTRODUCTION

One of the cardinal problems limiting the performance of light emitting diodes (LEDs) is their low efficiency caused
by total internal reflection (TIR). Different approaches already exist to overcome this problem. Among those are
resonant cavity LEDs with their modified internal direction of spontaneous emission,'? surface textured devices
with a back side mirror where photons repeatedly try to escape,®* or the use of transparent substrate.® We
introduce a new concept of efficient outcoupling for both top and bottom emitting devices. While top emitters have
the advantage of remaining on the original substrate, substrateless bottom emitters require no distributed Bragg
reflector (DBR) allowing an easy process transfer to other materials and wavelengths. In both devices the light is
generated in a central area of a radially symmetric structure and the total internally reflected part of light propagates
between a high reflecting mirror and the surface of the semiconductor to a laterally tapered region. Here light is
coupled out by successively decreasing the incident angle of the light to the tapered surface until it overcomes the
condition of TIR. Because light is redirected in a more systematical rather than random way compared to surface
textured devices only a few reflections are required. This relaxes the requirements to be met by the mirror which is
realized in the top emitting device as an AlGaAs/GaAs DBR combined with a thick wet oxidized AlAs layer. In the
bottom emitter the reflector consists of a Au layer deposited on a passivation layer.

2. LED STRUCTURE AND PROCESSING OF TOP-EMITTING DEVICES

Fig. 1 shows a schematic cross-section of a processed LED. The layers are MBE grown on GaAs substrate. The
lowermost layer stack consists of an AlGaAs/GaAs DBR with an additional thick (/ 160 nm) AlAs layer which is
completely wet oxidized. A following 1.5 um thick n-GaAs layer offers lateral optical confinement and is employed
to create an n-short to substrate. The Ing15Gag asAs quantum well based active region includes a 30 nm thick
Alg 97Gag.g3As layer to be partially oxidized to concentrate light generation to the center of the device. A several
hundred nm thick GaAs layer serves as p-region and contributes to lateral optical guiding.

The processing is as follows. After MBE growth a few hundred nm thick pedestal with the outer diameter of
the later device is wet etched. A photo resist is deposited and circularly structured with a slightly smaller size. In
a reactor with a well defined temperature and organic solvent concentration the photo resist reflows to the edge of
the pedestal and assumes a lensed shape due to surface tension.® Using ion beam etching with low selectivity the
structure is partially transferred into the semiconductor. After removing the photo resist both AlGaAs layers with
97 and 100 % Al contents are simultaneously wet oxidized. A lower oxidation rate of the thin layer is ensured by
adding a few percent Ga. This enables a partial oxidation of the current confining layer while the optical guiding
layer is completely converted to Al;O, despite of its larger diameter. To overcome the resulting electrical isolation
a metal contact between the tapered n-region and the substrate is required which is realized as quarter ring shaped
contact to limit the shaded area. For the p-contact we use a small circular Ti/Pt/Au metalization on the flat top
surface. Finally, a bond pad is deposited on a passivation layer.
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Figure 1. Schematic cross-section of an LED with a lateral taper. The upper and lower Al;Oy layers serve

for current confinement and light guiding to the tapered region, respectively. The right hand part indicates layer
composition.

3. CHARACTERISTICS OF TOP-EMITTING DEVICES

The left and right parts of Fig. 2 show CCD images of a fully processed device under external illumination and in
LED operation, respectively. The bright emission ring clearly demonstrates an efficient outcoupling in the tapered
area. A more detailed intensity scan is taken in Fig. 3 from a semi-processed device without shading p-contact. The
integrated intensity of the ring is three times higher than the emission from the flat surface above the active area.

Output and voltage characteristics of a 100 pm device with an active diameter of about 35 ym and a taper angle
of 20 ° are displayed in Fig. 4. The optical output power is measured with an integrating sphere. For calibration an
average emission wavelength of 930 nm is estimated from the measured spectrum taken at a current of 4 mA as shown
in the inset of Fig. 4. The LED is driven up to 4 mA where the output power reaches 460 pW. A maximum quantum
efficiency 7y = 12 % is obtained in the current range between 0.6 and 0.8 mA corresponding to a current density of
about 70 A/cm?. Conversion efficiency 7 is up to 10 %. Fig. 5 shows optical output power versus temperature for a
constant current of 1 mA. For decreasing temperature the output power increases but saturates at 50 % above the
room temperature value. Considering an upper limit of 100 % for the internal quantum efficiency 7;7 and neglecting
the temperature dependence of the lower mirror characteristics leads to n; < 67 % at room temperature and therefore
extraction efficiency can roughly be estimated to be about 18 %.

Fig. 6 shows the dynamic behavior of a bonded 95 um diameter device biased at a current of 1 mA. The transfer
function is limited to a relatively low 3 dB frequency fsap = 50 MHz independently on bias currents in a range from
0.1 to 2.0 mA. To estimate the RC time constant of the device we assume a capacity of the current confining oxide of

Figure 2. CCD images of a completely processed device of 100 pm diameter. In the top view of the left hand side
we can see the quarter ring shaped n-contact and the circular p-contact deposited on the top and connected to a
bond pad. The right hand side picture shows the near field emission pattern of the device at a current of 1 mA.
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Figure 3. Intensity scan of an active LED before processing the p-contact. Driving current of 1 mA is supplied
with a tungsten probe tip. The curve corresponds to the dashed line in the CCD image in the right hand picture.
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Figure 6. Transfer function of a top-emitting LED and measurement setup.
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Figure 7. Schematic cross-section of a substrateless LED with a lateral taper.

Cox = €06a10Aox/dox ~ 8pF where we use the oxide ring area A,z & 7 - (352 — 15%) pum, the thickness doy = 30 nm,
and the relative dielectric constant e410 = 8.2 The capacity of the bond pad is estimated to about 4 pF and the
measured series resistance is R = 100 ©. The resulting time constant 7 = R(Cox+Chondpad) = 1.2 ns leads to a 3-dB
frequency fsqs = 1/(277) = 130 MHz which deviates from the measured value. The discrepancy might origin from
additional distributed parasitics as well as a not optimized active region. Nevertheless, reducing series resistances
will improve dynamics.

4. SUBSTRATELESS LED STRUCTURE AND PROCESSING

Since an effective DBR cannot be easily manufactured in all material systems we have also investigated an alternative
processing route which results in a substrateless bottom-emitting device as shown in Fig. 7. The lowermost layer
used as an etch stop consists of 200 nm thick AlAs. Active region as well as n- and p-type layers are similar to
those in the top-emitting devices. Also, the first processing steps are the same except that no oxidation step is
applied. Light generation is restricted to the central region by the relatively high resistance in the p-type material
and the small diameter p-contact. The p-bond pad of the top-emitting devices is provided by a homogeneous Au
layer which simultaneously serves as a reflector. For substrate removal additional processing steps are required. The
Au layer thickness is galvanically increased to about 1 um. After glueing the wafer upside down on a glass carrier,
the substrate is chemo-mechanically thinned down to 50 um. Finally the substrate is selectively etched with an
H02:NH4OH solution where the pH is adjusted to 8.1.° In this way the quarter ring n-contact appears at the
surface and can be used for independent addressing current supply.

5. CHARACTERISTICS OF SUBSTRATELESS DEVICES

Figure 8. CCD images of a 95 pm diameter device, on the left hand side illuminated, on the right hand side driven
at a current of 1 mA.

Fig. 8 shows CCD images of a substratless device. Since the remaining semiconductor has a thickness of only
4 pm, the back side is visible in the illuminated device. The p-contact is surrounded by the flat surface which is
somewhat brighter due to higher reflectivity of the Au layer. The outer dark ring corresponds to the tapered area.
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Figure 9. Lambertian far field patterns both along and Figure 10. Voltage and output characteristics of a
perpendicular to the symmetry axis of the device. 95 pm device. For calibration we have used the sensi-
tivity at the 950 nm peak in the inset spectrum.

In the active device emission occurs in the p-contact area and in the taper region while the flat surface area is dark
because of total internal reflection.

Far field patterns are depicted in Fig. 9 both along and perpendicular to the symmetry axis of the device. Since
the n-contact metal has a lower reflectivity compared to the pure Au reflector the pattern along the symmetry axis

is somewhat attenuated in the direction of the contact. In contrast, the off-axis pattern is highly symmetric and
approximately of a Lambertian shape.

Voltage and output characteristics of a device with a 95 pm outer diameter are shown in Fig. 10. An optical
power of 1 mW is obtained at a current of 7 mA. Quantum efficiency 7, as well as conversion efficiency 7 are about
15 % at currents in the 1.5 to 2.5 mA range. The decrease of efficiency at higher currents can be related to heating
and current spreading effects. The applied voltage corresponds to the bandgap energy. The series resistance of about

25 to 30 Q is mainly due to the small area of the n-contact and the high p-layer resistance required for current
confinement.

Optical characteristics of smaller devices with the same p-contact area are additionally plotted in the diagram
and show inferior characteristics as will be discussed below. This clearly indicates that we have not yet achieved an
optimum device design where gain due to improved outcoupling is in the same range as losses due to absorption.

6. DISCUSSION AND MODELLING

Fig. 11 shows the general structure of the devices studied. Central light generating area and tapered region are
indicated. To understand the principle of operation some ray traces are discussed.

(a) When light is generated without an azimuthal component of the wave vector k= (kr, ky, kg), i.e. with klp =0
and with polar angle ¥ larger than the critical angle for TIR, rays propagate between upper surface and lower mirror.
Every reflection at the tapered surface reduces ¢ by 27 where 7 is the taper angle. After a few reflections ¥ is too
small for TIR and light can escape. If a single redirection is larger than twice the angle of TIR a subset of initial
polar angles exists which does not meet the condition for transmission. This leads to a first design rule

rsinT <1 | N

where # is the refractive index of the semiconductor.

(b) For light excentrically generated at point 7o the behavior is somewhat more complicated. The k-vector has
an initial azimuthal component of k,o = 22X~ sin g sin ¥y, where X is the vacuum wavelength and ¢, and
Yo are the initial azimuthal and polar angles, respectively. With radial distance r from the center, the product
ko -7 = ky 0 - 7o Temains constant (as can easily be seen by applying the sine theorem). Also no reflection will affect
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Figure 11. Ray propagation in tapered LED:

(I) Schematic device structure; (II) Vertical cross-

section with propagating ray; (I1I) Horizontal cross-

section with ray traces:

(a) Purely radial and polar wave vector,

(bl) Wave with a small azimuthal component allow-
ing transmission,

(b2) Wave with a large azimuthal component always
leading to total internal reflection.

this value because the normal vectors of the lower mirror as well as both surfaces have no azimuthal component in
the circularly symmetric structure. Therefore the azimuthal component reaches its lower limit of

k 2rn ind

in = —— sin ¢g sin 9 -
®,min
’ A Tdevice

only at the tapered edge of a device with radius ryevice. Depending on the position of light generation and direction
of light propagation this limit can be smaller (bl) or larger (b2) than the vacuum wave vector. In the latter case
light is prevented to escape due to TIR and forced in a ray trace similar to whispering gallery modes. To avoid such
traces one has to ensure all light being generated in a central area of the structure, i.e. 0 < 1 < race With the active
radius r,c;. This gives us a second design rule

7+ Tact < Tdevice (2)

resulting from examination of azimuthal ray propagation.

At this point some remarks are in order:

¢ Braking circular symmetry, for example in elliptical structures, modifies design rules and may lead to enhanced
outcoupling efficiency.

o The first and second design rules specify upper limits for 7 and r,c; which are strictly valid only for the extreme
cases ract = 0 and 7 = 0, respectively. Increasing one quantity the other has to be reduced.

o Light will be redirected before reaching the outer perimeter of the device at Tdevice (See ray (b2) in Fig. 11)
which requires a further reduction of rac;.

For obtaining more detailed information particularly on top-emitting devices we have implemented a ray tracing
model in order to estimate the influences of parameters like reflectivity of the lower mirror, taper angle, active and
device diameter on extraction efficiency. In this model we use reflectivities of transverse electric (TE) and magnetic
(TM) waves calculated with the transfer matrix method.!® Rays start in the active layer within the active diameter.
On their zigzag way to the tapered region the lossy bulk material as well as strong absorption in the unpumped
quantum well is taken into account. Both TE- and TM-polarized light are considered because of the polarization
dependent reflectivity. For rays including an azimuthal component we consider different orientations of the TE-
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Figure 12. Angle dependent reflectivity of TE- and TM-waves for a pure 10 period Alg g7Gag13As/GaAs DBR
(left) and for the same DBR with an additional 160 nm thick Al;Oy layer (right).

and TM-polarizations related to the lower mirror or the taper surface. Since incoherent light generation and phase
shifting reflection at the lower mirror prevent a well defined phase between TE- and TM-polarized light we use an
average mixing between both states. When a ray reaches a neglible fraction of initial power the trace is discarded and
another is started. A weighted integration over all solid angles and starting points yields the extraction efficiency.

For calculating the reflectivity of the lower mirror we use the layer sequence of the actually employed structure
(Fig. 1) with 10 periods Alg.g7Gag.13As/GaAs and a 160 nm thick Al,Oy layer. The dependences on both incident
angle and polarization are shown in the right hand part of Fig. 12. To illustrate the importance of the Al;Oy layer
the left hand part of Fig. 12 shows the corresponding characteristics for a similar DBR without Al;O, top layer.
Without the oxide layer a high reflectivity is observed only for very small and large incident angles where the layers
work either as a DBR or a bulk material with an average refractive index lower than the surrounding semiconductor
leading to frustrated TIR. For a broad range of incident angles reflectivity is very low which is not tolerable for
high efficiency. With the Al;Oy layer of low refractive index 7 &~ 1.6 included frustrated TIR, already occurs at low
incident angles of about 30 ° which gives high TE-reflectivities for all incident angles. For TM-waves one has to
accept an unavoidable low-reflectivity dip due to the Brewster angle.

We have simulated the extraction efficiency for monochromatic light at a wavelength of 950 nm using the param-
eters given in Fig. 13. The observed influence of the slope of the taper on the device can be explained as follows.
Since a minor change in light direction increases the number of reflections at the lossy mirror, efficiency is reduced
for very low taper angles. On the other hand a steep taper prevents some light from escaping (i.e. 7 larger than the
critical angle of TIR) leading to an optimum taper angle at around 10 °. Since the reflectivity of the lower mirror
is wavelength dependent the simulation is done in a wavelength range from 880 to 960 nm leading to extraction
efficiencies from 25 to 33 % for a taper angle 7 = 10 °. Therefore the external efficiency is expected to decrease with
increasing injection current due to spontaneous emission broadening. Nevertheless because no feedback of reflectivity
on spontaneous emission is intentionally used in our device this effect should be of minor importance compared to
resonant-cavity LEDs.

7. CONCLUSION

We have presented a new concept for efficient light outcoupling from LEDs applying a radial taper combined with
spot-like central light generation. For material systems with efficient DBRs we have developed a processing route
resulting in efficient devices without the requirement of epitaxial lift-off. First test structures show a quantum-
efficiency of 12 %. Using substrate removal devices with efficiencies of about 15 % have been fabricated which can
case be transferred to material systems where effective DBRs cannot be realized. Finally we have illustrated the
principles of outcoupling using a simple ray tracing model. The results clearly demonstrate that LEDs with lateral
taper can be extremely attractive for achieving high light outcoupling efficiencies.
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Parameters for simulation are rgevice = 50 pm, ract = 20 pm and n- and p-layers with 2 pm and 0.5 pm thicknesses,
respectively.
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ABSTRACT

In this paper, we present measurements of the switch-on times and of the switch-off times of non-resonant cavity light-
emitting diodes, compared to those of conventional reference diodes. From this comparison, we infer that the high quantum
efficiency of NRC-LED’s is not achieved by photon recylcing, but purely by efficient extraction of generated photons. This
is further corroborated by the good matching that is achieved between the measured switch-on times and theoretical
predictions of the switch-one times. The latter are calculated with a model that includes only the electrical charging of the
active layer and assumes that photon recylcing does not occur. It is furthermore shown that the switch-on can be made faster
by switching the diode between a non-zero low-state and the required high state. Doing so, an open eye diagram is achieved
at 622 Mbit/s for a NRC-LED having an external quantum efficiency of 17%.

Keywords: Non-resonant cavity light-emitting diode, high-speed LED, eye diagram, switch-on, turn-on, high-efficiency
LED

1. INTRODUCTION

High external quantum efficiencies of more than 30% can be obtained with non-resonant cavity light-emitting diodes (NRC-
LED’s) . After the standard processing of the p-n LED structure, the fabrication of these LED’s requires two additional
processing steps: First, the substrate is removed by epitaxial lift-off and the devices are Van der Waals bonded onto a metal
mirror, then the optical window of the device is textured.

The improvement in the extraction of the light in NRC-LED’s compared to standard LED’s could be due to a combination of
two scattering processes, namely scattering at the textured surface and photon recycling. Photon recycling is a relatively
slow mechanism, and therefore unwanted for high-speed LED’s.

In this work, we present a study of the dynamic operation of NRC-LED’s. We compare the theoretically expected optical
rise time to the rise times measured on various types of LED’s: un-textured on substrate, un-textured on mirror, textured on
substrate and textured on mirror. From this comparison, we infer that no photon recycling is occurring.

* E-mail: heremans@imec.be, Tel:++32-16-281521,Fax: ++32-16-281501
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2. THEORETICAL CONSIDERATIONS ABOUT SWITCHING
OF DOUBLE-HETEROJUNCTION DIODES

21  Switch-on of a double-heterojunction diode

When switching on a diode with a voltage source biased at V,, the current first rises to I, = Vo/R with R the series resistance
of the circuit. Then, the current gradually evolves to the quasi-static current I,;, the value of which is determined by the
diode. The duration of the current transient between the initial I, and the final quasi-static I, is determined essentially by the
charging of the junction capacitance of the diode. For an average diode having an area of 20 X 20 pm?, an active layer
thickness (or depletion-layer thickness, in case of a quantum-well diode) of 100 nm and a relative permittivity of 13, the
junction capacitance is of the order of 0.5 pF. When switched with a series resistance of 50 to 1000 Ohm, the corresponding
time constant is 25 to 500 ps.

After this time, the current through the diode is roughly constant and equal to the quasi-static current. Initially, part of this
constant current is used to charge the diffusion capacitance, i.e., it serves to increase the minority-carrier concentration in the
central region. In a double-heterojunction diode made from a direct-bandgap semiconductor, this process corresponds to
filling the central diode region, i.e. the active layer and eventually the quantum-wells, with both types of carriers. In a direct-
bandgap semiconductor, the rate of recombination is dominantly determined by radiative recombination. It is the balance
between the filling rate — by a current that can be considered constant — and the recombination rate that determines the speed
with which the carriers reach their quasi-static concentration, and hence the optical turn-on speed of the diode. The rate
equation is:

dp J
LR 1
it gl (p) )

D is the hole concentration, ¢ is the time, J is the current density, g is the elementary charge, [ is the active layer

thickness, and R( p) is the recombination rate as a function of the hole concentration.
Once this equation is solved, the light emission as a function of time can be written as:

R0 =R(p@®)eqel : @
Assuming bi-molecular recombination:
R(p) = Bpn €)

We assume that the layer where the recombination takes place has an n-type doping with concentration N. Detailed
simulations using MEDICI show that the active layer remains approximately neutral during its filling with electrons and holes
(after the junction capacitance has been charged). Hence, the following relationship holds between n and p during the filling
process:

n=p+N @
and therefore:

dp J

——=——Bp(N + 5
&gl p(N + p) Q)

Using as boundary condition that the starting value for p is zero, the solution for the differential equation (5) is:
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In Figure 1, we compare the normalized transient optical output (Eqs 2+3+4) calculated from the analytical solution (6) of

equation (5), using for the constant B the value of 107'% cm’/s (see e.g. ref 2). The doping level N was taken 5x10'7 cm?, the
active layer thickness was assumed / = 30 nm and the current density J was varied from 30 Alcm? to 3000 Alcm’.
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FIGURE 1: Calculated normalized transient optical output for various current densities; the active layer thickness is 30 nm.

2.2  The effect of photon recycling

Photon recycling is a phenomenon by which photons that are not emitted to air are re-absorbed and re-emitted. The
condition for this to occur is that the photons are re-absorbed in the active layer of the material, and the generated electron-
hole pair subsequently recombines radiatively 3, If this process occurs, the switch-on time is slowed down. Indeed, the
quasi-static electron and hole population is only obtained after a cascade of radiative recombination events have taken place.

2.3  Switch-off of a double-heterojunction diode

When switching off a light-emitting diode by returning to zero (or small) voltage, the mechanism for removal of the carriers
from the active layer is extraction by a reverse current forced through the diode rather than radiative decay 4, Indeed, the
reverse current expected is: Iz = -V/R with R the series resistance of the circuit and V; the forward voltage over the diode
junction. Because of this forced carrier extraction, the switch-off time is typically faster than the switch-on time and faster
than the radiative decay time. It is mostly determined by the series resistance of the device.



3. MEASUREMENTS OF SWITCHING TRANSIENTS OF NRC-LEDS AND OF NON-NRC-LEDs

The LEDs discussed in this paragraph have an active layer thickness of 30 nm. The structure is shown in Fig. 2. The mesa
has a diameter of 54 micron, and the top contact is ring-shaped. An AlygGaggAs layer is oxidized laterally to produce a
Current aperture. In this paragraph, all LEDs had an aperture size of 15 to 17 micron in diameter. Four LEDs are compared,

listed in Table 1.

top contact p-AlGaAs top contact layer
oxidized AlGaAs Polyimide
. p-AlGaAs top cladding
active GaAs bott tact
layer ottom contac
n-AlGaAs
bottom cladding
n-AlGaAs bottom contact layer
Polyimide/Au
mirror
Si substrate
FIGURE 2: Cross-section of NRC-LED
LED type surface texturing On mirror
A: “NRC-LED” yes yes
B: “flat on mirror” no yes
C: “textured on substrate” yes no
D: “flat on substrate” no no

TaBLE 1: Overview of tested LEDs

These LED’s were pulsed to a constant voltage, in a 50-Ohm terminated circuit. The pulse generator has a rise time and fall
time of approximately 400 ns. The optical ouput was measured with a high-speed photodiode the output of which was
connected to a 1 GHz oscilloscope. The 10-to-90 percent switch-on times and switch-off times of two of each of these 4
LED types are compared in Table 2, for comparable quasi-static current densities of 1200 to 1500 A/cm?.

From Table 2, it is clear that within the margin of experimental error, the switch-on times are equal in all cases. There is, in
other words, no measurable slow-down of NRC-LED’s compared to LED’s which are flat on substrate, despite the more than
1 order of magnitude higher efficiency. From this and from the discussion in paragraph 2.2, we infer that no photon
recycling is occurring in our samples. The efficiency increase observed for the NRC-LED’s is entirely due to a larger
extraction efficiency of generated photons, and not to photon recycling.

It is further clear from Table 2 that the turn-off speed is high compared to the turn-on speed, as predicted in paragraph 2.3.

209



LED type 10%-90% rise time ns 90%-10% fall time ns | Maximum external quantum

efficiency (%)

A: “NRC-LED” 4.00 0.78

321 0.76 approx. 17
B: “flat on mirror” 4.42 0.77

3.64 0.75
C: “textured on substrate” 3.97 0.73

3.98 0.84
D: “flat on substrate” 4.11 0.73

3.01 0.76 approx. 1.5

TaBLE 2: Comparison of rise and fall times and external quantum efflc:lency of tested LEDs, at current densities of 1200 to
1500 Alem?

4. COMPARISON OF SWITCH-ON TIMES OF NRC-LEDS WITH THEORY

Since we conclude that no photon recycling occurs in the NRC-LED’s presented in this study, it should be possible to model
the switch-on time using the theory presented in paragraph 2.1.

Figure 3 shows the measured optical switch-on and switch-off transient, for a NRC-LED pulsed at constant voltage. The
quasi-static current density corresponding to this constant voltage is 865 A/cm2 For companson, the switch-on transient
calculated for switching from zero to a constant current density of 865 A/cm? using Eq. 6 is also shown in Figure 3. It can be
seen that the calculation is in fair agreement with the measurements. It can, furthermore, be observed that the theory actually
tends to predict a slower turn-on transient than the measured transient. This confirms the finding in the previous paragraph

that no photon recycling is observed in the measurement.

The main factor in equation (5) and its solution (6) is the ratio J/, i.e., the ratio of the current density to the active layer
thickness. Figure 4 shows a comparison of the measured (symbols) and calculated 10-to-90 percent rise times as a function
of quasi-static current density for an NRC-LED with an acuve layer of 30 nm. It can be seen that 10-to-90 percent switch-on
times of 2 ns can be achieved with approximately 2000 A/cm? for an active layer thickness of 30 nm.
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FIGURE 4: Comparison of measured (symbols)
calculated (line) 10-to-90 percent switch-on
times as a function of current density.

FiGURE 3: Measured switch-on and switch-off for
NRC-LED pulsed at constant voltage, and calculated
switch-on time for corresponding current density.
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The agreement between measurement and calculation is remarkable for current densities larger than about 100 A/cm®. For
smaller current densities, the measured transient is siower than the theory would predict. We attribute this discrepancy to the
fact that Eq. 1 is based on the assumption that the carrier density is constant over the thickness of the active layer, and that
this assumption may be invalid when the carrier injection into the active layer is too small.

5. SWITCHING FROM NON-ZERO LOW-STATE VOLTAGE

A way to decrease the switch-on time to values smaller than achieved in Fig. 4 is to switch the LED from a non-zero low-
state voltage. This comes down to altering the boundary condition of Eq. 5 such as to include a charge offset at time zero.

The NRC-LED’s used for this study had a square current aperture with sides of 22 microns, larger than those of the previous
paragraph. Figure 5 shows the measured 10-to-90 percent switch-on times (closed circles) and switch-off times (open
circles) when pulsed from 0 V to various high-state voltages, as a function of the current density Jnign Teached at these high-
state voltages. When increasing the low-state voltage above 0 V, the switch-on time decreases, while the switch-off time
increases. For every high-state current density, there is a low-state current density such that rise and fall times become equal.
The solid line in Fig. 5 is the fall time and rise time for this condition. The low-state current density used to achieve equal
rise and fall time is written along the curve.

From Figure 5, sub-2 ns equal rise and fall times can be achieved at 800 A/fcm®. An eye diagram taken at 622 Mbit/s with a
pseudo-random bitstream of 2% —1 bits for a high-state current of 3.9 mA (800 A/cm?) is shown in Fig. 6. Thanks to the
equal rise and fall times, the eye opening is symmetric. The external quantum efficiency of this NRC-LED at the current of
3.9 mA is 17%. To our knowledge, the combination of 2 ns rise and fall times with 17% external quantum efficiency results
in the LED with the largest speed x efficiency product published so far’, even compared to edge-emitting diodes® and high-
speed field-effect light-emitting triodes’.

We conclude that switching from a non-zero low voltage has two benefits. Firstly, it allows to decrease the high-state current
density. This is favorable for the long-term reliability of the LED and at the same time for the power consumption.
Secondly, by simultaneously increasing the fall time and decreasing the rise time, it makes the optical pulse shape symmetric,
and this is beneficial for the detector system. :
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FIGURE §: Symbols: optical rise (full circies) and FIGURE 6: Eye diagram measured at 622

Mbit/s using a pseudo-random bitstream of
2%.1 bits.

fall times (open circles) for NRC-LEDs switched from
0 V to the constant voltage that results in the values
of Jnigh labeled on the bottom axis. '

Line: optical rise time and fall time vs. Jnigh when
switched to a low-state voltage (corresponding to
indicated Jiow) such that rise and fall times are equal
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6. CONCLUSIONS

In this paper, we prove that the high external quantum efficiency of the studied NRC-LED’s is not achieved by photon
recycling and that therefore the speed is determined by the same factors as govern the speed of conventional planar LEDs.
Both theoretically and experimentally, we show that the main factor determining the switch-on speed is the ratio of the
current density to active layer thickness. Furthermore, we show that the NRC-LED can be speeded up by having it switched
form a larger-than-zero low-state voltage.

From all know LED types, NRC-LED’s prove to have the largest speed X efficiency product, known to be an important
parameter for high-speed LEDs. We have demonstrated a combined 17% external quantum efficiency with 2-ns 10-to-90
percent optical rise and fall times, allowing operation at 622 Mbit/s.
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ABSTRACT

Non-resonant cavity light-emitting diodes (NRC-LED’s) are based on the combination of surface texturing and the
application of a back mirror. With this concept, the extraction efficiency of LED’s can be enhanced considerably. We
fabricated NRC-LED’s with a more sophisticated design employing an oxidized current aperture, which is similar to that
commonly used for vertical-cavity surface-emitting lasers. In our NRC-LED’s, it confines the injection current to the center
of the device in order to reduce light generation below the top contact. We analyze the impact of the aperture size on the
device performance, and we show that both the maximum efficiency and the injection current where it is reached are
strongly dependent on the device size. Its correlation with the temperature in the active region and the current density is
discussed. In addition, we demonstrate that a considerable fraction of the light can be extracted from lateral guided modes
in the LED structure by extending the surface texturing beyond the device mesa. Devices fabricated by applying all of the
above techniques result in record external quantum efficiencies of 31%.

Keywords: Non-resonant cavity light-emitting diode, surface texturing, oxidized aperture, outcoupling of guided modes

1. INTRODUCTION

The external efficiency of conventional LED’s is limited by total internal reflection due to the large difference in the
refractive index between the semiconductor and air. In single LED’s made for illumination purposes, this problem can in
part be overcome by intelligent packaging. This, however, is not a viable solution for LED arrays required for parallel
optical interconnects. One way to increase the external efficiency of planar LED’s is to incorporate the LED in a resonant
cavity. With this approach, external quantum efficiencies of more than 20% have been reached. However, such high
efficiencies can only be achieved for large-area devices, because photon recycling is required’. This makes the use of
microcavity LED’s unattractive for optical interconnects, since the dynamic characteristics of large devices are poor.

Another approach which allows to increase the external efficiency is to make use of a non-resonant cavity, i.e. a cavity
formed between a backside mirror and a textured top surface. The light which is internally reflected at the semiconductor-
air interface is scattered due to the surface texturing, and gets a second chance to escape from the semiconductor after being
reflected at the back mirror (see Fig. 1)>. Recently, we have shown that this effect allows the fabrication of small and highly
efficient LED’s, which have remarkable external quantum efficiencies at very low currents®. This is only possible if the
current confinement in the LED does not depend on current crowding. For this reason, we have incorporated a current
aperture fabricated by selective wet oxidation of an AlygsGaggrAs layer, which defines the effective device size. In order to
determine the minimum LED size that is possible without paying a penalty in efficiency, we investigate the dependence of
the external quantum efficiency on the aperture size.
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2. DEVICE FABRICATION

2.1. LED Structure

The LED layers are grown by MBE on a GaAs substrate. Following the buffer layer, a 50 nm thick sacrificial AlAs layer is
grown to perform epitaxial lift-off. The actual LED structure consists of a 120 nm thick active GaAs layer embedded
between AlGaAs cladding layers. In the top cladding, a 130 nm thick Aly9sGagn.As layer is introduced for selective lateral
oxidation. Mesas with a diameter of 60 pm are structured by wet chemical etching, which is stopped between the
AlposGaggrAs layer and the active layer. Subsequently, the oxidation of the AlygsGagg,As layer is performed in an No/H,O
atmosphere at temperatures between 370°C and 390°C for 10 min. The temperature used during the oxidation determines
the diameter of the current aperture.

current aperture
Polyimide
bottom contact

top contact

p-AlGaAs
p-Al, oG8, ,, As oxide—4¢ =
GaAs

n-AlGaAs
Polyimide/
Gold

(S I5E

2

Fig. 1: Schematic drawing of our non-resonant cavity LED structure. Typical trajectories of the light emitted in the active GaAs
region underneath the current aperture are also shown.

After oxidation, a polyimide surface passivation layer is applied and opened on the mesa top and for the bottom contact.
After etching down to the n-doped bottom layer, the bottom contact is evaporated and annealed. The top contact consists of
a non-alloyed TiW/Au contact, which contacts the mesa top only above the oxide layer and extends over the mesa edge for
probing. In this way, the generation of light below the top contact is avoided. The devices processed up to this stage are
still conventional LED’s and exhibit external quantum efficiencies between 1.5 and 2%. In order to fabricate NRC-LED’s,
two additional processing steps are necessary: Surface texturing and the application of a back mirror.

2.2. Surface Texturing

The surface texturing is performed using a technique which is often
called natural lithography®. In this technique, a monolayer of randomly
distributed polystyrene spheres is used as a mask for dry etching.

In the first step, a monolayer of polystyrene spheres is formed on a water
surface and transferred onto the sample surface, which is treated to be
hydrophylic. The result is a densely packed monolayer of polystyrene
spheres. In a previous study’, we have shown that the optimum sphere
size for GaAs LED’s is about 300 nm, if this layer is used as a mask for
dry etching. However, the scattering efficiency of the surface fabricated
in this way is not optimum, as the pillars formed by the dry etching are
not single, but are in contact with each other. In order to avoid this, the
spheres would have to be deposited with a lower packing density, but still
homogeniously. This is not easily possible with the current technique.
As an alternative, we deposit larger spheres of 400 nm diameter and

Fig. 2: Distribution of the polystyrene spheres on
the surface after size reduction in oxygen plasma.



reduce their size in an oxygen plasma to approximately 300 nm. The
resulting coverage of the surface is shown in Fig. 2.

In the next step, Cl-assisted Ar etching is used to etch the top of the
devices using the spheres as a mask to an etch depth of 170 nm. The
resulting surface is shown in Fig. 3. After etching, the spheres are
removed from the sample.

2.3. Application of a Back Mirror

The final step in the processing of NRC-LED’s is the application of a
back mirror. This is done by performing epitaxial lift-off on LED arrays
of a few millimeters in size. After epitaxial lift-off, the LED’s are Van
der Waals bonded onto a polyimide coated gold mirror evaporated on a  Fig. 3: The surface after dry etching. The poly-
silicon wafer. Fig. 1 shows a schematic cross-section of a completely  styrene spheres are still present.

processed NRC-LED.

3. APERTURE SIZE DEPENDENCE

3.1. Device Characteﬁstics

The emitted optical power is measured with a calibrated photodetector with a radius 7 = 5.65 mm, which is positioned at a
distance of approximately 4 cm above the device. The setup is calibrated such that the calculated total light output is
independent from the measuring distance. In order to do this, the distance between the sample holder and the housing of the
detector is determined with a precision better than 0.05 mm using a calliper. An offset between this measured distance and
the precise distance d between the device and the detector arises from the detector housing geometry and the sample
thickness. This offset can be determined by measuring the output power for varying distances between the sample and the

detector.
In addition, the angular light output
[ was measured and found to be
o Lambertian. Using this information,
> the total light output P, of the LED
& can be calculated from the measured
E::" power P, with the formula
]
£ 2
5 By =Py L
S r
g 01 Aperture diameter
o -0 16 pm . which assumes that the distance
s =0~ 13pm - between the detector and the device
g : g“m i is large enough such that only the
® —_ 15nm1 light emitted into a small angle is
T measured.  This assumption is
8 et 1 1 aaal 1 s aasaal 1 A justiﬁed for all our measurements.
0.01 0.1 1 Finally, the  external quantum
efficiency is calculated using the
current [mA] formula
Fig. 4: External quantum efficiency of NRC-LED’s versus device current for various n= Papr [ E iy
current apertures. Ilg

with E,,, being the energy of the
emitted photons, g being the
elementary charge, and I being the
device current.
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Fig. 4 shows the external quantum efficiency of our NRC-LED’s for various aperture sizes. The maximum external
quantum efficiency obtained with NRC-LED’s textured only on the top of the device is 23%. This efficiency is reached as
soon as the current aperture is at least 12 pm in diameter for currents of 1 mA and higher. For smaller aperture sizes, the
efficiencies are still identical for low currents, but start dropping already at currents below 1 mA, and thus the devices do
not reach the highest efficiencies.

The drop in efficiency at low currents is due to nonradiative recombination, while the drop at high currents is often believed
to be due to simple heating effects?. The latter can be studied in detail by investigations of the temperature dependence of
the light output and of the influence of the injection current on the LED spectra, which allows conclusions on bandfilling
effects. These studies will be described in the following sections.

3.2. Temperature Dependence

The temperature dependence of the devices is characterized by measuring the spectra and the total light ouput power with
the sample placed on a hotplate. The results of the measurements are shown in Fig. 5 and Fig. 6, respectively. It is not only
important for the physical explanation of the decrease in efficiency for high currents, but the temperature dependence shown
in Fig, 6 is also an important aspect of the device performance, especially for the application in optical communication
systems. Hence, it is important to note that the observed decrease of 0.36% per degree is much smaller than for any other
high efficiency light sources. The small decrease of the efficiency in NRC-LED’s is due to their independence from a
resonance.

1.0 'y A .\ 1 1mA
o e~ 25°C g

—— L) = - 50°c
£ o8 - —70°C = 100 - 500pA
3 ne kY “ - 9000 Q
E "/" > \ 3
g 08 s .: * a
s / / 5
2 04 ALl g 100pA
§ ] o
£ ; /.' / £

02 ot 2 10

¢ " p it
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1.35 1.40 145 150 155 20 40 100
energy [eV] temperature [°C}

Fig. 5. Spectrum emitted from NRC-LED’s for various Fig. 6: Temperature dependence of the light output. The
temperatures. The device current is uniformly 0.1 mA, the emitted optical power decreases only by 0.36% per degree.
aperture size is 16 ym.

The spectra from Fig. 5 show two important features. As expected, the maximum of the spectrum moves to lower energies
with increasing temperature, which is due to the temperature dependence of the GaAs bandgap energy. Besides this, only
the intensity decreases, as also shown in Fig. 6, while the linewidth remains almost constant. This behaviour has to be
compared with the dependence of the spectrum on the device current.

3.3. Current Dependence

The current dependence of the spectrum of a device which is 5 pm in diameter is shown in Fig. 7. This device reaches its
maximum efficiency at currents around 0.7 mA, as can be seen from Fig. 4. At a current of 1 mA, the efficiency starts
decreasing rapidly.

This behaviour is correlated to a change in the emitted spectrum. For currents below 0.5 mA, the spectrum does not change
considerably. At 1 mA, however, the spectrum is clearly broadened. In addition, it is slightly shifted to lower energies,
indicating heating of the GaAs lattice. The corresponding device temperature is 45°C.
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From the measurement of the temperature
dependence, however, it is known that

heating the device by 20°C only results in a 1 P
decrease in efficiency by 7%, which is less § - A
than observed when comparing the 5 pm 4 ' AREIN
aperture device with a device which reaches 2 . AL
its highest efficiency of 23% at 1 mA. % 2 ,'/ :‘ R
In addition, the comparison of the spectrum E 01 II/ \\ \\
measured at low currents and elevated  § - i Ve
temperatures with the spectrum measured at f: § i 4 -
higher currents indicates that the decrease in S 4 ‘e p— AU

- . ° 2 Y 0.01 mA WY
efficiency at high currents is not purely due vy 4 -= 0.1mA N
to heating of the device. The considerable 2 J " -=- 1mA \
high energy tail of the spectrum suggests a ,' [ \ \\
combination of bandfilling effects and an 0.01 s . .
increase in the electron temperature above the 130 135 140 145 150 155  1.60
lattice temperature. The electron temperature energy [eV]

can be extracted from the high energy decay
of the spectrum as shown in Fig. 7. For the Fig. 7: Normalized spectra emitted from an NRC-LED with 5 pm aperture
evaluation, only the energy range between  diameter for various currents at room temperature.

1.47 and 1.54 eV is useful, as the absorption

in the AlGaAs layers in the LED structure

cuts off higher photon energies. The result of

this evaluation is shown in Fig. 8.
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Fig. 8: The electron temperature as determined from the high energy tail of the measured spectra for two different aperture sizes. The .

spectra for the 5 pm aperture device are shown in Fig. 7. The left graph shows the dependence on the current, the right graph displays the
current density dependence of the electron temperature.

For low currents, the electron temperature is close to the sample temperature, as expected. In the high current regime, the
electron temperature appears to be more than 100°C above the lattice temperature. This explains the fast decrease in
efficiency for high currents: Due to the high electron temperature, which is in addition combined with bandfilling, the
carriers have a larger probability to escape from the active layer by thermal excitation across the AlGaAs barrier. In the
AlGaAs, the carriers either recombine non-radiatively due to the relatively low minority carrier concentration, or drift all the
way to the contact.

The comparison between various aperture sizes shows that considerable heating of the carriers occurs typically at current
densities above about 2000 A/cm” (see right graph in Fig. 8). In other words, for current densities above approximately
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2000 A/cm? the efficiency is mainly limited

by carr?er spill-over into the. AlGaAs layers. 025 A B I Aperture diameter
Thus higher the current desity, the stronger -0 16 um

the limitation. This is represented —O~ 13pm
qualitatively by the dotted line in Fig. 9, 0.201 ~ ‘Z{j,,"‘, ]
which shows the external quantum efficiency %, | 1um

for various aperture sizes as a function of the

current density. 0.15

3.4. Large Apertures 0.10

external quantum efficiency

In the previous sections the discussion
concerns the behaviour of devices with an
aperture size smaller than 12 pum, where the 4 5
maximum external efficiency is lower than 10 10 10
for larger apertures. Now, we will briefly current density [A/cmzl

discuss the aperture size dependence of larger
devices. In figures 4 and 9, the efficiency is

0.08

Fig. 9: External quantum efficiency of NRC-LED’s with various aperture
also shown for a device with an aperture of s.ize‘s as a function 9f the current density. The dotted line represents the upper
16 um. One can observe that a further limit for the efficiency at high current densities. Note that the precise

* determination of the aperture size is difficult for small apertures, so the curves

increase in efficiency is not P?SSit,’le for 1 and 2 pm apertures might be shifted slightly too far to high current
anymore. As the same external efficiencies  gepsities.

have also been obtained from other samples
with apertures as large as 35 pm, we conclude that the slightly smaller efficiency of the 16 um sample is mainly due to local
variations in the layer quality.

In Fig. 4 it can be seen that the efficiency-current curve for the 16 um device appears to be shifted to higher currents. For
devices which are large enough such that edge effects do not play an important role anymore, it can be assumed that the
current density is the parameter of interest, instead of the total current. This is confirmed in Fig. 9, where the curves for
13um and 16pm aperture size are identical within typical deviations between different devices. Thus, for larger apertures
than 13 pm, the current where the maximum quantum efficiency is reached increases with the aperture size.

We conclude that for low power applications like short-range optical interconnects the optimum aperture size of NRC-LEDs
of the presented design is approximately 13 pm. Smaller apertures result in lower efficiency devices, while larger apertures
reach the maximum efficiency at higher current levels. In contrast, for applications where high luminosity is a requirement,
obviously large area LED’s are the devices of choice.

4. OUTCOUPLING OF GUIDED MODES

The above described study on the aperture size dependence was performed on devices which were textured on top of the
device mesa, as shown in Fig. 1. In this figure it is also shown that a fraction of the emitted light is also coupled into a
waveguide structure which is formed between the back mirror and the flat top surface next to the actual device. In addition,
a wave-guide is also formed within the active layer of the LED structure itself, as it is a GaAs layer embedded in between
two AlGaAs layers of a lower refractive index (not shown in Fig. 1).

A simple estimation of the angle of total internal reflection between GaAs and Alg2sGagysAs shows that around 30% of the
emitted light can be expected to be coupled only into the latter waveguide. Hence, the external efficiency of NRC-LED’s
can be further improved by outcoupling of these guided modes.

In order to achieve this, the processing of the NRC-LED's is varied slightly. The polyimide passivation layer is now
removed from the complete surface, except for the area under the probing pad of the top contact, where it serves as
insulation layer. The surface texturing step is performed on the complete sample surface, instead of only texturing the top
of the devices. As the metal contacts are hardly etched during the dry etching, it is not necessary to protect the contact area
from being textured. The top panel of Fig. 10 shows microscope photographs of the two types of devices.



The bottom panel shows the respective LED’s
under operation. The device textured only on
the mesa top shows bright emission from the
center, which corresponds to the current
aperture, and a weaker emission from the edge,
which corresponds to the oxidized area. The

" latter is due to photon diffusion within the LED
structure, as already indicated in Fig. 1.

o probing pad
top contact | /

In contrast to this, the LED textured everywhere
shows an additional emission from the area
around the device, which decays homogeniously
with the distance from the device center. The
light emitted here is coupled out from the above
described waveguides. As the etching
Only device top Sample textured performed for texturing proceeds to a depth of

textured everywhere 170 nm, also the active layer itself is textured,
such that also light from the intrinsic waveguide
in this GaAs layer can be coupled out. Although
the area around the device appears to be
relatively dark, a considerable amount of light is
emitted there, as the area is considerably larger
than the device itself.

The external quantum efficiency of this
completely textured LED is shown in Fig. 11. It
can be seen that the light output is
homogeniously increased by approximately 50%

throughout the whole current range when
Fig. 10: Microscope photographs of NRC-LED’s which are textured only compared to the device textured only on the .
on top of the device mesas (left side) and everywhere (right side). The top  esa top. This results in a record external
panel shows a top view of the devices. The textured regions appear dark, as quantum efficiency of 31% achieved by
their reflectivity is reduced. The bottom panel shows the LED’s under outcoupling of these guided modes
operation. The aperture size of the LED’s displayed in this figure is 32 pm. :

Fig. 11: External quantum ™TTTTTIT T™=T=TTTTY L | AL
efficiency of the NRC-LED’s
taken from the same
processing run with and
without the outcoupling of
guided modes by texturing the
complete sample surface. The
aperture size is 16 um. Their
efficiencies are also compared
with a conventional LED, i.e.
the LED with an untextured
surface on the original GaAs
substrate. The completely
textured LED reaches a record
efficiency of 31%.

©
-

=z Completely textured
-~ Device textured ,v.v—v-v-w%
=~ Conventional LED r/vvv*v

0.01 -y

benedo kR L LYY L Rl L1 VA Lod L LAilR) L (I EERT]

0.001 0.01 0.1 1 10

external quantum efficiency

current [mA]}

219




The effective device size of these LED’s is larger than the aperture size. However, in case a small device is desired, it
should be feasible to break the waveguide also with a mirror placed under a tilted angle at the mesa edge. In this way, the
light from the waveguide can be reflected back into the device, where it can be extracted.

5. CONCLUSIONS

We have presented non-resonant cavity GaAs LED’s with record external quantum efficiencies. These efficiencies are
obtained with an LED design that employs an oxidized current aperture to avoid light generation below the top contact.
Thus, the effective device size is defined by the aperture size. We have studied the effect of the aperture size on the
performance of the device. The maximum efficiency is reached for aperture diameters of 12 pm and more. The decrease in
efficiency for lower aperture sizes, and correspondingly for higher current densities, is demonstrated to be due to carrier
spill-over into the AlGaAs cladding layers, due to a combination of bandfilling and an increase in the electron temperature.
In the context of this study, we have also shown that the decrease of the light output with increasing temperature is as small
as 0.36%/°C.

In addition, we have demonstrated the outcoupling of light which is trapped in the lateral guided modes in the LED
structure, which results in an external quantum efficiency of 31%, corresponding to 0.44 mW/mA. The extraction of light
from guided modes by surface texturing is not only applicable for NRC-LED’s, but also for other LED structures like
microcavity LED’s.
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Abstract

Planar Resonant Cavity LEDs (RCLEDs) are suitable light sources for parallel interchip interconnect links, due
to their high efficiency, zero-threshold, low voltage, high reliability and high speed characteristics. The through-
substrate emitting RCLEDs, optimised for Polymer Optical Fibre (POF) coupling, consist of an InGaAs
quantum sandwiched between a metal mirror and a distributed Bragg reflector. The RCLEDs are arranged in
8x8 arrays with 250 um pitch. The arrays have been mounted onto glass carriers, and the coupling efficiency
into POF, the far-field pattern and the modulation characteristics are measured. The overall quantum efficiency
of the devices with 50 um diameter was found to be 13.4%, the QE into POF was 3.7%. The large-signal
transient behaviour of the devices has been investigated. Using a high-speed pulse source, nanosecond rise and
fall times have been measured. Wide open eye diagrams at 1 Gbit/s were obtained using voltage pulse drivers.
These data were compared to theoretical results based on a non-linear rate equations model.

1. Introduction

Due to the increasing component density, chip size and clock frequencies, the electrical interconnections in and
between chips may present a bottleneck in the next years [1]. Parallel optical interconnect with direct access to
any location within a CMOS chip, has been proposed as a solution to the problems inherent to the electrical
interconnect. The light sources in these applications must meet specific requirements, as high efficiency, low
beam divergence, low thermal dissipation, electrical compatibility with standard CMOS-circuitry (e.g. drive
voltage < 3.3 V), high yield, possibility of realisation of large arrays and flip-chip mounting compatibility (i.e.
through-substrate emitting devices). Resonant Cavity LEDs are suitable light sources for such interconnect
systems, due to their high efficiency, vertical light emission, potential for integration into large 2D arrays, low
thermal and electrical resistance, high speed and absence of a threshold current (implying efficient light
emission down to very low currents). Although 2D arrays of high-performance VCSELs (Vertical Cavity
Surface Emitting Lasers) for optical interconnect applications have been reported recently [2-4], we believe that
RCLED based interconnect may present a better solution if reliability, price and low power consumption
become important. Eye-safety issues demand small optical power. The lack of any threshold allows the
emission of light down to very small currents, whereas VCSELSs need to be driven above threshold (implying a
relative large current, even if only little light power is required). Moreover, VCSELs need a larger voltage drop,
because they operate at higher current densities through smaller circuit apertures, implying larger series
resistances. On the other hand, VCSELS are inherently faster (due to the fast stimulated emission), emit low-

divergent beams (even diffraction limited for single mode VCSELs) and are more efficient at higher current
densities.

Standard planar LEDs suffer from a low efficiency due to the total internal reflection at the semiconductor-air
interface. However, if the active layer is sandwiched between 2 mirrors, the microcavity effect alters the
radiation pattern, resulting in a more directed beam and smaller emission spectra [5-7]. More power is emitted
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within the solid angle of escape, resulting in an increased extraction efficiency. This effect has been used to
increase the total extraction efficiency, up to record values of 22 % [8] (this overall quantum efficiency is the
combination of the microcavity effect and the photon recycling effect). RCLEDs have been used as tunable light
sources [9], are integrated with GaAs driver to built smart pixels [10]. The realisation of 8x8 arrays of RCLED
have been reported, as a grayscale image display [11]. However, these RCLEDs had an absorbing metal
outcoupling mirror, reducing the overall efficiency of the devices. There are several ways to increase the
extraction efficiency of LEDs. In single devices, it is possible to extract the light from the sidewalls [12].
However, this approach is not compatible with the integration in arrays. Another technique uses the
reabsorption of the light by the active layer, followed by re-emission, with a new chance to escape the device
[13]. However, this process slows down the emission dynamics. LEDs with roughened surfaces also show high
extraction efficiencies, as the light is reflected at the irregular interface until it intercepts the boundary at a small
angle and escapes the cavity [14,15]. However, this technique requires substrate removal and a non-trivial
roughening technology.

In this paper, the DC and modulation characteristics of 8x8 arrays of 980 nm RCLEDs, are reported. The
devices are part of a system demonstrator, built in the framework of the ESPRIT OIIC project [16]. This
demonstrator consists of several optically interconnected FPGA (Field Programmable Gate Arrays), resulting in
a 3D stack of interconnected gates with a low latency. The 8x8 RCLED array is mounted onto a CMOS chip,
containing the FPGA cells and the analog circuitry to drive the RCLEDs. The emitted light is coupled into a
waveguide system, and detected by InGaAs detectors, flip-chip mounted on another CMOS chip. The
waveguide system is based on Plastic Optical Fibre arrays (POF). The POF is cheap, flexible, easily connectable
and it has very small bending losses [17]. Moreover, it has a large NA (0.5), allowing much light to be captured
in the fibre. Its disadvantages are the high losses (about 12 dB/m at 980 nm). Although red emitting (InGaP-
based) or green emitting (InGaN-based) LEDs seem to be more suitable for POF links [18], InGaAs based
RCLEDs are used, because of their intrinsic high internal quantum efficiency. The fibre losses becomes
negligible when short (few ten's cm) interconnect links are used. Moreover, the GaAs substrate is transparent at
this wavelength, allowing the monolithic realisation of substrate emitting devices.

Il. Design and realization of RCLED optimised for coupling in NA.

The microcavity effect has been shown to influence the spontaneous emission process such that extraction
efficiencies up to 10 times higher than in conventional planar LEDs are obtained [5,8]. The microcavity effect
provides a redistribution of emitted light through enhancement or inhibition of spontaneous emission,
depending on the position of the emission dipole with respect to the cavity standing wave pattern. This effect is
used to influence the overall quantum efficiency (QE), the far field pattern and/or the spectral width of the
emitted light. The influence of the design parameters (mirror reflectivity, cavity thickness) onto the extraction
efficiency was investigated using a numerical tool. The spontaneous emission in the InGaAs quantum well is
presented by horizontally oriented electric dipoles [19]. The emission pattern of the dipoles is calculated by
expanding the field of the dipoles into a set of planer waves. This tool takes also the photon recycling into
account: a part of the emitted light is captured in a lateral waveguide, defined by the metal mirror, the cavity
and the DBR. This light can be reabsorped by the active layer, and again be emitted. This effect increases the
apparent internal QE, as an electron has more change to escape the cavity. However, this effect is negligible at
high current densities (as the reabsorption of the active layer decreases [20]), and for small diameter LEDs (as
most of the light escapes the cavity laterally before it is reabsorbed). RCLEDs for parallel interconnect
applications are typically small (to capture all the external emitted light in the fibre) and driven at relatively
high current densities (to increase the modulation speed). The results are summarised in fig 1, where the
extraction efficiency into NA=0.5 is plotted as a function of the thickness of the GaAs phase matching layer and
the number of DBR pairs.
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Figure 1: simulated extraction efficiency as function of the thickness of the phase matching GaAs layer
and of the outcoupling mirror reflectivity

The intrinsic spontaneous emission spectrum is assumed to be Gaussian-like, with a FWHM of 30 nm
(corresponding to a current density in the order of 100 A/cm2) and peak wavelength at 980 nm. The optimal
GaAs layer thickness was found to be 121 nm, the corresponding cavity resonance wavelength is 981nm. This
cavity is slightly overtuned : the design results in an optimised extraction efficiency into NA=0.5, whereas a
perfect tuned cavity (resonance wavelength is 980nm) maximises the overlap in perpendicular direction [21].
The optimal reflection of the DBR (at an intrinsic spontaneous emission spectral width of 30 nm), is 70.8%
amplitude reflection (50.2% power reflection), corresponding to a 5 pairs GaAs/AlAs DBR. For the given
device structure, the maximal extraction efficiency into NA=0.5 is found to be 7.8%. In that case, the total
extraction efficiency is 19.7%.

The designed layer structure is grown in a horizontal MOCVD-reactor at low pressure (76 Torr). N-dopant is Si,
p-dopant is Zn. After growing a 200 nm thick buffer layer, a 5 pair Si doped (n=5 10")AlAs/GaAs DBR was
grown, followed by a 50.6 nm thick Al_Ga_As spacer, of which 40 nm was n-doped. The active layer consists
of 3 In,Ga, As quantum wells (thickness is 6 nm) and 6 nm Al,Ga, As barriers. To obtain better interfaces, a 2
nm thick GaAs layer was inserted between the well and the barrier material. The growth temperature of the
active layer (650 C) was optimised to maximise the photo current peak [22]. Above the active layer, a 50.6nm
thick Al, Ga,As upper spacer was grown, of which 20 nm was undoped, and the remaining 30.6 nm Zn doped

(p=5 10"). Finally, a 120 nm thick p-doped GaAs phase matching layer was grown, of which the upper 40 nm
was p++ (p=2 10") doped.

Several RCLED arrays, compatible with gold bump flip-chip mounting, were realised. A cross-section of the
RCLED is schematically represented in fig 2. The processing starts with the (wet) mesa etching. The n-
metallisation (Au/Ge/Ni) is deposited in the moat, followed by an alloy step to reduce the ohmic resistance of
the contact. Then the Au p-metal, also serving as highly reflecting mirror, is deposited. After that step, no high-
temperature steps are allowed, because this degrades the highly reflecting GaAs-Au interface. Afterwards, a
first isolation (120 nm ALO),) is deposited at room temperature, followed by the interconnect wiring (Ti/Au).
Three different mesas and mirror diameters are available: 70 pm mesa (with 50 pm mirror), 52 pm mesa (with
32 pm diameter) and 40 pm mesa (with 20 pm mesa). The mirror diameter is 20 pm smaller than the mesa to
reduce the non-radiative surface recombination by reducing the current density at the border of the device. This
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also influences the injection efficiency, since a part of the current flows next to the mirror. Fig 2 shows the 70
wm mesa (50 pm mirror) devices.
p-contact (Au) isolator (AlOx)

wettable metal
n-contact (AuGefNi) interconnect (TUAU/TI)

active layer

Figure 2: Sectional view of processed RCLED. (Inset: photograph of RCLED)

Ill. Characterisation of the RCLED.

The (P, I) and (V, I) characteristics for the 3 different mesa diameters are shown in fig 3. The quantum
efficiency at 3 mA is 13.4 % for the 70 pm mesa RCLED, 11.8 % for the 52 pm mesa RCLED and 8.6 % for the
40 pm mesa RCLED. The efficiency decreases as function of decreasing RCLED diameter. This is explained
by the higher current density, resulting in a broader intrinsic spontaneous emission spectrum (and thus
decreased overlap with the cavity enhancement). This effect results in a saturation of the output power at higher
current densities, where the thermal effects become important. The internal heating results in a shift of the
cavity resonance, and a decreased overlap. The efficiency decreases at very low current densities, due to the
current spreading effects in the mesa.

The differential resistance at 3mA is 30 ohm for the 70 pum mesa RCLED, 35 ohm for the 52 um mesa RCLED
and 48 ohm for the 40 pm mesa RCLED. The voltage drop across the devices is small. The emission spectrum
of the RCLED has a peak at 984 nm, and its width is 21 nm. The spectral width does not depend on the current
level or RCLED diameter, indicating the filter effect of the microcavity on the intrinsic spectrum.

The far field pattern of the 70 um mesa RCLED is shown in fig 4. The lobe shows a small extra peak at the top,
which is explained by the current spreading. A part of the current flows next to the mirror, but still within the
mesa. The cavity resonance next to the mirror is at shorter wavelengths, due to the absence of the phase shift of
the metal mirror. The resulting light emission is more perpendicular but not as efficient as the metal covered
part of the device.
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3 different diameter RCLEDs.

The coupling efficiency of RCLEDs to POF was investigated experimentally. First, the absorption of the POF at
980 nm was measured using the cut-back method. The resulting absorption is about 12 dB/m, independent of the
diameter of the fibre. To measure the coupling from RCLED to POF, the RCLEDs were flip-chip mounted onto
a glass substrate and the POF was aligned to the RCLED using a XYZ-translation stage. Using this set-up, we
measured the coupling as a function of POF-diameter and current. A difficulty in the coupling experiments with
the POF’s is the repeatability of the fibre facet quality. We used a hot knife technique, followed by a very short
polishing step, to obtain smooth POF surfaces [23]. The measured overall quantum efficiency at 2 mA drive
current into a 125 pm diameter POF is 2.8%. A value of 3.7% was expected from the numerical integration of
the measured far-field pattern. The difference can be explained by the reflectivity and scattering at the non-
polished fibre facet.

IV. High speed characteristics.

The dynamics of the MCLED can be described by the following rate equation :

dn I n B
— e ——— — n
d gqV = 1)

nr
P=hv-n,, -Bn’*-V
n is the carrier concentration in the active layer, I is the injected current, q is the elementary charge, V the
volume of the active layer, 1, is the non-radiative lifetime, B is the bimolecular recombination coefficient
(representing the radiative recombination), hv is the photon energy and 1 is the extraction efficiency. The first
equation describes the change in carrier concentration, which is given by the difference of the injected carriers
and the recombining carriers, which contain the non-radiative recombination (described by tnr, typically 10 to a

few 100 ns, depending on the quality of the active layer) and the (important) radiative recombination (described
by the bimolecular recombination coefficient).

The microcavity effect influences both the bimolecular recombination coefficient B and the extraction
efficiency. This bimolecular recombination coefficient is proportional to the emission lifetime. The microcavity
effect predicts that the spontaneous emission lifetime is inverse proportional to the total emitted power in the
active layer, (described by the Purcell factor [24]). Ideal planar microcavities have a maximum decrease of the
lifetime of a factor of 3, this corresponds to a A/2 cavity with perfect reflecting mirrors at the resonance
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wavelength [25]. However, this factor is close to one for one dimensional cavities with one or two DBR’s. This
is due to the broad intrinsic emission and the broad cavity bandwidth (due to the rather low reflection of the
outcoupling mirror). This makes that the bimolecular recombination coefficient and thus the intrinsic speed
characteristics of planar MCLED:s similar to conventional LEDs.

The rise times of a step current driven RCLED can be expressed analytically when an uniform current injection
and no non-radiative recombination are assumed :

qv
t.. =149
rise BIM

This leads to a rise time of 5.5 ns for a 50um diameter RCLED driven at 3 mA and 2.2 ns for 20um RCLEDs
driven at the same current level. The transient of the current driven LED is determined by the time to fill the
active layer. Smaller active regions or larger drive currents will decrease the rise time of the RCLED.

)

Step voltage driven diodes show shorter rise times, as the current transient during switching is strongly peaked.
The active layer is filled faster, and the rise time decreases. Rise times under 1.5 ns are measured (see figure 6).
The fall time is determined by the carrier sweep-out effect : at the off-transient, the RCLED is connected to the

ground by a small resistor (quasi a short-circuit) and accumulated carriers are swept out the active regions of the
device [5].
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Figure 5 : Calculated transient of current driven and voltage driven LED.

A simple model was used to investigate the behaviour of voltage driven RCLED’s. The rate equations were
extended with a non-linear relation between the carrier density in the active layer and the voltage drop. In case
of a quantum well active layer, this relation is given by :

E
vV, = -i‘-’i + —%7: ln[(exp( Nn ] - IJ(exp(ﬁn-) - II| 3)




The injected current into the active layer is given by :

Vorurce =V

source j

R

series

I= @

This current consists of a current to fill up the depletion capacitance and a current to fill up the active layer. The
resulting nonlinear differential equation was solved numerically, using MathCad. Fig 7 shows the calculated
optical signal of the voltage driven RCLED and current driven RCLED (assuming a constant current, equal to
the regime current of the voltage driven RCLED). The RCLED diameter was 30 um, the driving voltage 2 V,
and the series resistance was assumed to be 70 Ohm (this is the 50 Ohm internal impedance of the voltage
source and 20 Ohm extra series resistance of the connectors). The filling of the depletion capacitance results in
a short delay (<100ps) of the optical signal. After that delay, the carrier density in the active layer increases
linearly with time, and the output optical signal increases quadratically, due to the bimolecular recombination
involved. The voltage driven RCLED clearly shows a shorter rise time (1.5 ns compared to 3.3 ns), due to the
peaked current. This reduction depends on the series resistance of the driver circuit : the smaller this resistance,
the larger the initial peak current and the shorter the rise time. However, these current peaks can induce large
variations on the voltage supply, and thereby disturb the nearby electronic circuitry.
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Figure 6 : Measured rise and fall time of 2

i : ed dwi
different diameter RCLEDs. Figure 7 Measured bandwidth of 50um

RCLED coupled to 125um POF as function of

lateral offset. Inset : eyediagram of 50 pum
RCLED at 1-Gbit/s.

The transient behaviour of the flip-chip mounted RCLEDs was evaluated using a high-speed voltage pulse
generator (HP 8133A). The light was detected using a high-speed Hamamatsu APD-receiver combination
(C5658). The detector was placed as close as possible to the RCLEDs. However, there was a rather large
electrical crosstalk, due to interference with the probe needles carrying the high-speed signal. In a second
approach, the light was coupled to a POF (diameter 125 pm) and guided to the detector. Fig 6 shows the
measured rise and fall times as function of the on-voltage for 2 different RCLED diameters. The on-voltage is
defined in a 50 Ohm environment, as shown in the equivalent circuit on the inset. Fig 7 shows the measured
bandwidth (defined as the maximal square wave frequency at which the measured peak to peak signal is the half
of the DC-signal) as function of the lateral misalignment of a voltage driven RCLED. For perfect alignment, a
bandwidth of about 800 MHz. Is obtained, which enables digital transmission of at least 1 Gbit./s, as
demonstrated by the eye pattern in fig 7. The decreasing trend as function of the misalignment is explained by
the current spreading effect in the mesa. The current density outside the metal mirror is smaller, resulting in
larger rise and fall times. For increasing misalignments, the POF captures relatively more light emitted next to
the metal mirror (but still within the mesa), implying larger rise and fall times.
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V. Conclusion

We have realised an 8x8 RCLED array flipchip mounted onto a glass test carrier. The RCLEDs were optimised
for coupling to POF, and the calculated maximal extraction efficiency into the numerical aperture of a standard
POF (NA=0.5) was found to be 7.6 %. In this design, a modestly reflecting outcoupling mirror (5 pairs
AlAs/GaAs DBR) was used, in order to enhance the whole intrinsic spectrum by the microcavity effect. The
cavity resonance wavelength was found to be slightly larger than the peak intrinsic emission wavelength. The
RCLED arrays were realised and characterised, and unmounted devices showed overall quantum efficiencies of
14% and voltage drop under 1,5 V at 3mA drive current. The high speed characteristics of the devices were
determined experimentally. Very short rise and fall times (<1.5 ns) were measured using a voltage pulse source,
enabling digital transmission of up to 1 Gbit/s. However, it was demonstrated by numerical calculations that the
devices will be slower if they are driven by a current source..
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ABSTRACT

We report on resonant cavity light-emitting diodes (RCLED), operating at 660, 880, and 1300 nm
wavelengths. Some of the characteristic features of these devices will be discussed. The devices were
grown by all-solid-source molecular beam epitaxy (SSMBE). The results provide clear-cut evidence that
SSMBE is a viable method to growth of phosphorous containing semiconductors.

Keywords: SSMBE, RCLED, IR, VISIBLE, DBR
1. INTRODUCTION

One remarkable consequence of the theory of cavity quantum electrodynamics is that an excited atom
can be induced to emit a photon by placing it in a small cavity with boundary conditions on the electro-
magnetic field. If the space within this cavity is resonant, resulting emission takes place very fast and is
highly directional. The same physical principle applies to semiconductor microcavities having spontane-
ous light-emitting quantum-wells placed strategically in the anti-node positions of the Fabry-Perot
mode. Such a device — resonant cavity light-emitting diode (RCLED) — has a high speed, narrow
spectrum, circular cross-section of the far field, and high brightness. RCLED’s are predicted to have
many applications, including transmitters in plastic optical fiber local area networks and very bright
light-sources for monochromatic two-dimensional arrays and high-resolution printing. Apart from crys-
tal growth, the RCLED manufacturing process is comparable to that of a conventional LED. They are
not yet commercially available.

To date, RCLED layer structures have been primarily grown by metal organic chemical vapor deposi-
tion (MOCVD)."%* We present in this paper one of the first attempts to prepare RCLEDs by all-solid-
source molecular beam epitaxy (SSMBE),4’ 5 and discuss the performance characteristics of these de-
vices.

SSMBE is a toxic-gas-free method that uses multi-zone solid phosphorus (and arsenic) valved cracking
cells.® 7 It has become clear through many recent experiments that environmentally friendly SSMBE is
capable of growing state-of-the-art phosphorus containing semiconductors over a spectral range of tech-
nological importance.

* Correspondence: Email: misa@ee.tut.fi, Telephone: +358 3 3652552; Fax: +358 3 357 9155

Part of the SPIE Conference on Light-Emitting Diodes: Research, Manufacturing
and Applications 11l ® San Jose, California @ January 1999
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2. DESIGN OF DEVICES

Our design of RCLED’s aimed at preparing monolithic top-emitting devices. We modelled them using a
LASTIP / PICS3D™ simulation package from CrossLight Software Inc. (Canada) in conjunction with
our own programs, which were based on the Transfer Matrix formalism. All the structures designed for
660-nm, 880-nm, and 1300-nm wavelengths contained 1-1 microcavities as resonators. Though each
anti-node can only accommodate one quantum-well, we considered a stack of three quantum-wells
(compressively strained) which were placed symmetrically at the anti-node in the centre of the cavity.
The experiments, too, were carried out with such cavity structures.

Once the cavity was defined, the bottom and top distributed Bragg reflectors (DBR’s) were designed.
The refractive index step An between the adjacent layers and the number of layers were calculated using
the Transfer Matrix based programs. To find reasonable values for »; of each layer we compared calcu-
lated reflectivities with measured ones.

There are several issues that must be taken into account when designing RCLED’s. Besides a desired
large contrast An, one should also consider achieving low photon absorption and small potential barriers
between individual layers. Bearing in mind these main requirements we chose pairs of layers that could
be grown monolithically and then calculated the reflection coefficients. Fig. 1 shows the reflection coffi-
cient for a 30-pair AlggsGagosAs / Al,Ga;xAs DBR as a function of An = Phigh — Hioy at A = 660 nm.
One can see that An > 0.33 should be achieved in order to attain reasonable reflectivity. Fig. 2 shows
reflectivity of an 880-nm Alp9Gag1As / Aly2GaggAs DBR, as the number of pairs were varied. At least
20 periods are needed in this case. Consequently, a relatively thick DBR must be grown to obtain high
reflectivity for the bottom part of a RCLED.
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Figure 3. Spectral reflectivity of the top and bottom Bragg mirrors and of complete RCLED at emission wavelength of 880
nm. Detuning of the Bragg mirror and the cavity is about 20 nm. Reflectivities of the top and bottom DBR’s are 55 % and
98 %, respectively.

The top mirror of lower reflectivity and the cavity must be detuned appropriately to enhance the extrac-
tion efficiency. Large extraction efficiency is contradictory to good directionality of emission. There-
fore, in our design, a trade-off between the extraction efficiency and directionality was considered to
yield a “rabbit ear -like” far-field pattern. This far-field pattern was achieved by red-shifting the DBR
stop-band and the cavity about 15 — 20 nm relative to the photon wavelength.

Fig. 3 gives an example of spectral reflectivity calculated separately for the top (8 pairs) and bottom
(32.5 pairs) DBR’s of an 880-nm RCLED, detuned by 20 nm. Also shown is the reflection coefficient of
a complete 1-1 3-QW RCLED structure.

3. GROWTH AND PROCESSING

The SSMBE reactor used in this work (VG Semicon V-80H) was equipped with valved cracker cells for
arsenic and phosphorous. Aluminium and indium were produced from conventional effusion cells. Gal-
lium was produced from an EPI SUMO™ cell.® Silicon and beryllium were used as n-type and p-type
dopants, respectively. All the sources exhibited negligible overshooting.

Cracking zone temperatures were 950°C for P, and 650°C for Ass. Contrary to suggestions made by
other researchers’, we observed no particular advantage of using As; over As,. The higher cracking zone
temperature (920 °C), attempted in some of our experiments to obtain As,, introduced unintentional im-
purities which, according to our observations, counterbalanced advantages possibly gained by easier dis-
sociation of As; on the growing front.

Prior to growth of the devices, test samples were prepared. Undoped pairs of A/4n layers were grown,
and spectral reflectance was measured to adjust the stop-band. A few samples were also prepared for
photoluminescence (PL) studies.

Figs 4 and 5 illustrate the experiments on the basis of which the beam pressure of phosphorus and the
substrate (growth) temperature were attempted to be optimised for the 660-nm RCLED’s. Similar ex-
periments were made for the 880-nm and 1300-nm RCLED’s to optimise the growth conditions. Fig. 6
shows structures of the 660-nm, 880-nm, and 1300-nm devices prepared. Each device consisted of a 1-4
cavity and three quantum-wells.



The 660-nm RCLED had three 50-A GaInP quantum-wells, separated by 60-A (Alg3Gag7)o.51lng 4oP bar-
riers. The active region was surrounded by A/4n (Alp7Gag3)o.51Ing 49P spacers. The bottom DBR was
made of 32.5 pairs of n-AlAs and n-AlysGao2sAs A/4n layers giving reflectivity of 99 %. In addition,
100-A n-Alg75Gag2sAs was inserted into each interface to reduce potential barriers. The top DBR con-
sisted of 8 pairs of p-AlyoGag 1As / p-Aly sGag sAs A/4n layers with reflectivity of 80 %. The doping con-
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Figure 4. Photoluminescence peak intensity at A Figure 5. Photoluminescence peak intensity as a
= 660 nm as a function of phosphorus beam function of substrate (growth) temperature.
pressure. This data was used, in part, to optimi- This data was used, in part, to optimise growth
sation of the growth conditions. The inset temperature. 4 = 660 nm.

shows a PL spectrum at room temperature.
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Figure 6. Layer structures of monolithic top-emitting RCLED’s at 660 nm (left panel), 880 nm (middle panel), and 1300 nm.

centration of this DBR was linearly graded from p = 5x10'7 ¢cm™ to p = 1x10" ecm™ towards the p-type
contact layer. A p-Alpg7Gag g3As layer grown on top of the cavity was used as a lateral current aperture,
which was formed by post-growth selective wet thermal oxidation process.'

The 880 nm RCLED had three 90-A Ing0sGaogsAs quantum-wells separated by 120-A Aly,GagsAs bar-

riers. The Aly,GaosAs A/4n spacers were placed on both sides of the cavity, and a current aperture layer
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was grown. On top of the structure a thick current spreading layer was deposited. The DBR’s in this case
were Al 9Gag1As/Aly2Gag gAs with reflectivities of ~55 % and ~98 %

The 1300 nm RCLED consisted of three InAsP (80A) quantum-wells sandwiched between 120-A Gal-
NASP (lgzp= 1.1 pm) barriers. The DBR’s had 45 and 15 periods of GalnAsP (g = 1.2 pm) / InP
yielding over 95 % and 70 % reflectivities for the bottom and top mirrors, respectively. The bottom
DBR was doped at n = 2x10'® cm™. Doping of the top DBR was linearly graded from p = 5x10'7 em™ to
(1-5)x10" cm™ towards the p-GalnAs contact (p > 1x10" cm™). Again, Alg 475Ing 525As was grown for a
lateral current confinement.

The 660-nm and 880-nm RCLED’s were grown on exactly cut 2-inch (100) n-GaAs wafers. The 1300-
nm RCLED was grown on a 2-inch n-type InP (100) wafer deliberately misoriented 2° towards (1 10).ll
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Figure 7. Emission from 660-nm RCLED (left panel), 880-nm RCLED (middle panel), and 1300-nm RCLED at different
drive currents.

Upon deposition of SiO,, rapid thermal annealing (RTA) at 850°C for one second was applied to all de-
vices. This RTA reduced the density of non-radiative recombination centres.'? The mesas were fabri-
cated by etching through the top DBR and the oxidation layer using H3;PO4H;02:H0 and
H,S04:H,0,:H,0 solutions. Circular 10-um-wide metal p-contacts (Ti/Pt/Au) with 5-pm-wide current
spreading stripes were made across the windows. The bonding pads were formed on the p-side of the
device array. After polishing the backside, n-type contact metal (Ni/Auw/Ge/Au) was made.

The processed wafers were cut into single devices or small arrays of devices and were bonded on sub-
mounts with conducting epoxy. Some of the devices were coated with transparent epoxy, which pro-
tected the surfaces and improved extraction of light from the device.

4. RESULTS AND DISCUSSION

Electroluminescent spectra were measured at various drive currents. The spectra recorded at room tem-
perature are displayed in Fig. 7. The first thing to note is that the line widths (FWHM) are narrow, as
expected from theory. The line widths are 5 nm, 15 nm, and 18 nm for the 660-nm, 880-nm, and 1300-
nm RCLED’s, considerably narrower than usual LED’s, which exhibit FWHM of typically 1.8 kT ~ 45
meV at room temperature. Secondly, the temperature rise, due to an increase in drive current, appeared
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Figure 9. Modulation of 660-nm RCLED at 155.5 and 400 Mbit/s. I = + 20 mA, plastic optical fibre =1 mm /1 m (mea-
sured at Mitel Semiconductor).

to only little affect emission and left the line width almost unchanged. This is because the emission
wavelength of a RCLED is primarily determined by the cavity, which is not very sensitive to tempera-
ture variations.

The light — current curves of 660-nm and 880-nm devices of 80 um in diameter are shown in Fig. 8.
This RCLED has a turn-on-voltage of 1.7 V and a series resistance of 15 Q at 30 mA drive current. Pre-
viously, we reported V =2.0 V and R = 30 Q for a similar device. This improvement in electrical prop-
erties of the present p-DBR is likely due to the use of the graded doping profile. Since a lower series re-
sistance translates into reduced thermal load, we believe that our new devices exhibit improved lifetime
(not yet examined). The 880-nm RCLED’s are not optimised, and they exhibit a higher series resistance
since no graded doping was used in this case. The light — current characteristics of the 1300-nm devices
could not be measured because of a lack of a suitable detector available to us. The maximum output
power for the 80-um 660-nm device was 1.8 mW and for the 400-um 880-nm device 8 mW. The maxi-
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mum wall plug efficiencies was 3 % and 2.3 %, respectively.

Dynamic properties have been investigated in very preliminary experiments for a 660-nm RCLED in a
non-optimised package. Fig. 9 shows eye patterns taken at transmission rates of 155.5 Mbit/s at BER <
10" measured from the exit of a 1-mm / 1-m plastic optical fibre. The eyes remain relatively open at
155.5 Mbit/s.

5. CONCLUSION

Monolithic top-emitting RCLED’s at 4 = 660 nm, 880 nm, and 1300 nm have been designed, grown,
processed, and characterised. Preliminary results of their optoelectronic features have been discussed.
Though not yet fully optimised, they are very promising for a number of low-cost, high-brightness ap-
plications where monochromatic light, circular far-field pattern, and high speed are required. This work
also indicates that they can be prepared to desired structural perfection by the toxic-gas-free solid-source
MBE method.
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Efficiency improvement in light-emitting diodes

based on geometrically deformed chips
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Yusung-gu Koong-dong 220, Taejon, 305-764, Korea

ABSTRACT
We propose LEDs based on geometrically deformed chips of which the horizontal cross-section is either rhomboidal or
triangular and, in addition, side walls may also be slanted. In such deformed chips, the photon trajectory changes with each
reflection off the wall and, as a result, the continued total internal reflections as observed in conventional rectangular cubic
chips are suppressed. Monte Carlo photon simulation that has been developed for this study shows that the photon output
coupling or extraction efficiency in the proposed design is improved by about 100 to 120 % over that in conventional LEDs.
Improved photon emission has also been experimentally observed in LED lamps that have been deformed by filing away a
portion of the chip and encapsulant epoxy as well. The rhomboidal or triangular chips, in addition, may be integrated into
super-bright LED lamps, in which the chips are arrayed such that the side walls of neighboring chips face each other
obliquely, virtually eliminating the obtical coupling between neighboring chips. The minimized optical coupling would

prevent the efficiency of the integrated lamps from degrading significantly below that in single chip LED lamps.

Keywords: Light-emitting diodes (LEDs), super-bright LEDs, external quantum efficiency, photon output coupling

efficiency, textured surface, photon trajectory randomization, Monte Carlo photon simulation

1. INTRODUCTION

With brightness of light-emitting diodes (LEDs) increasing very rapidly, it is more realistic than ever for LEDs to replace
incandescent lamps in many applications such as traffic lights. Over the years researches on LEDs may have been focused
on growth of various light-emitting materials." In order to achieve high brightness, however, the development of LED
structures with maximized efficiency as well is equally important. In this presentation, we will describe a new LED chip
geometry that would significantly improve the photon output coupling or extraction efficiency.

Typical LED structures are based on rectangular cubic chips as shown in Fig. 1. The most serious problem with
rectangular cubic chips méy be that the photons emitted outside the escape cones are trapped inside the chip, due to

continued total internal reflections off the chip wall as illustrated in Fig. 2(a). An escape cone with critical angle @,

6, =sin"'(n,/n,) M
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will have a solid angle €,

Q.(n,n,)= 2} a]sin&i&iqp = 27[(1 -y1- (n,/n,) ) 2
=0 6=0

where we assume the chip has an average refractive index 7, and is encapsulated with epoxy of refractive index n,.> In

this case, the fraction of trapped photons 77, may be estimated by

4 - 6Q
- =—--7‘:7—r—--£=:3,/1—(ne/ns)2 -2 €))

which is evaluated to about 70 % in AlGaAs or InGaAIP system with », ~1.5, n_~3.5. With such a large fraction of

trapped photons to be eventually absorbed inside the chip, the external quantum efficiency should be seriously limited.

electrode\cr——qfr——|

electrode

upper confining layer
Az clear epoxy dome
ne
actlve layer % Y t bond wire

lower confining layer

)
tu
¥
b
¥
T
ts

!
n, active layer

electrodel electrode
e / lead fram

(a) (b) (c)
Fig. 1. Typical LED structures and lamps
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An approach to extract the photons emitted outside the escape cones has been known to employ textured surfaces as
illustrated in Fig. 2(b).* Textured surfaces would randomize the photon trajectories and enable some of the photons outside

the escape cones to couple out of the chip either directly or in subsequent flights.

/
active
layer

trapped photon ‘.
trajectories *

(a) (b)

Fig. 2. Photon trajectories inside the chips
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2. GEOMTERICALLY DEFORMED CHIPS _
In this report, we propose LEDs based on geometrically deformed chips of which the horizontal cross-section is either

thomboidal or triangular and, in addition, side walls may also be slanted as shown in Fig. 3.* If the horizontal plane of the

:
|
chip is deformed such that the horizontal plane deformation angle a, is chosen to satisfy approximately the condition
a, =20.(n,,n,) C))
most of the photons travelling parallel to horizontal plane will find escape cones in a couple of flights as illustrated in Fig
’ 3(b) and 3(c). Without deforming the vertical plane, however, significant fraction of the photons travelling parallel to the
vertical plane will still be trapped because of the structural symmetry remained in the vertical plane. If the vertical plane is
deformed as well by slanting the side walls off by an angle «,, most photons generated, regardless of their travelling

directions, would find escape cones in a couple of flights, significantly enhancing the photon output coupling efficiency.

Oy

/

electrode glectrode

\

acti\fe layer

‘ escape jcone
=

*s,l!

{c) (d)

Fig. 3. Geometrically deformed chips and photon trajectories in the horizontal planes

The LED cavity obtained by deforming both the horizontal and vertical plane is non-resonant and therefore the surface-
texturing processes required in rectangular cubic chips may not be necessary. In terms of photon trajectory changes, the
geometrically deformed chips may have significant advantages over the rectangular cubic chips employing textured surfaces.
In surface-textured chips, photon trajectories are randomized and therefore it is equally possible that even the photons
incident perpendicularly to the textured surfaces would be randomized to be reflected total-internally off the textured
surfaces. In geometrically deformed chips, however, the photon trajectories can rather be controlled by chip deformation

angles, &, and @, and in general the improvement of the photon output coupling efficiency would be more significant.
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3. MONTE CARLO PHOTON SIMULATION

Conventionally LEDs have been analyzed usually by using the escape cone method.> However, the method may involve
significant errors in LEDs utilizing non-resonant cavities based on such as textured surfaces or geometrically deformed
chips proposed in this study. In non-resonant cavity LEDs, the photon trajectory changes quite randomly and thus the escape
cones may not even be defined simply.

Photons generated at a point in the active region will take free flights along random directions until they are interrupted
by various flight intervening events. Important among them may be scattering, absorption and reemission in the active layer,
absorption inside the other crystal layers, and reflection or transmission at interfaces between mediums of different
refractive indices. Basically, in Monte Carlo simulation, the flights of the photons are statistically traced by using random
numbers generated to have the same probability as the particular flight intervening events. In this study, we will consider
only the effect of internal photon absorption either in semiconductor crystal layers or ohmic electrodes and the effect of
photon reflection or transmission at interface.

First we assume a photon generated in active region has photon strength P

P=1 s).
In this notation, the other status P = 0 will imply that the photon has been absorbed. The flight starting position r, and
velocity v, are specified, respectively by

ro ='£xa+j/y0+220 (6)
C .. . ) "

v, =—(xsinf,cos@, + ysinf,sing, + zcos@,) ¢
n

where X, J, Z are unit vectors in rectangular coordinates, x,,y,,and z, are the coordinates of the photon generation
position, ¢ is the speed of light, 7 is the refractive index of the layer in which the photon is flying, and 6, and @, are the
elevation and azimuth angles of the photon direction that should be chosen such that the photons be directed uniformly over
all angles when enough number of photons are generated at the same location 7,.

At the end of a flight, the fate of the photon - either being absorbed or alive - should be determined first. If a number of
photons would take a flight of path length I, simultaneously, the photon intensity would drop by a factor A,

A4, =exp(-a,l,) (8)

where @, is the absorption coefficient in the medium in which the flight takes place. In the case of the flight by a single
photon as in Monte Carlo simulation, however, A, may be interpreted as the probability for the photon to survive in the

n-th flight. Thus, the mutually exclusive events of either being absorbed or alive are predicted by a random number p,

with uniform probability density between 0 and 1 using the conditions

P =1 whenp, <4, : photon alive 9

P =0 whenp,>A, : photon absorbed (10).

If the photon survives in the n-th flight by the random number event in equation (9), the photon will take another flight



with new velocity v, which would be either the Fresnel reflection velocity v, OF transmission velocity v, . The event

of either being reflected or transmitted would be predicted by a random number p ; using the conditions

Vus1 = V,y Whenp, <R, :photon reflected (1)

V. =V, when p; >R, :photon transmitted (12)

where R, is the average reflectivity for photons that is assumed to be the mean of the reflectivity for TE photon and that

for TM photon.*

Photon Generation

P=1,r, v,

Photon Flight
Flight length : 1,

h 4

Path Loss : 4, = exp(-a,/,)
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Quter Wall
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Yes \Y
P=) ntr

,! Reflection Velocity:

vn,ref
No(P=0)
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Fig. 4. Flow chart for Monte Carlo simulation for a single photon.
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If a flight ends at a point in interface at ohmic electrode, the photon will experience absorption due to the amorphous
nature of the ohmic region. The absorption in ohmic region may be a very complicated phenomenon and it may depend
strongly on material system. If both the depth of the ohmic region and absorption coefficient is known, the ohmic region
may be treated as an extra lossy layer and basically the same procedures in equations (9) and (10) would be used. Since
ohmic region is usually very shallow, however, we may use a model of lumped absorption instead the distributed absorption
as in semiconductor layers. It is assumed, in the lumped absorption model, that the photon is absorbed at a single point in
ohmic region with a net absorption factor A, . Thus, the mutually exclusive events of either being absorbed or alive in
ohmic region would be predicted by a random number p,, . using the conditions

P=1 whenp,, <A,, :photon survived (13)
P =0 whenp,,, >A,, :photon absorbed (14).

Fig. 4 shows the flowchart for tracing a single photon generated at a point in the active region. In Monte Carlo simulation,
enough number of photons would be generated at the same point such that the photons be directed uniformly over all angles.
The photon output coupling efficiency 77,(x,,,,Z,) at location r, = xx, + Yy, + zz, is then evaluated as the ratio of

the photons that couple out of the chip to the total number of photons generated at the point.

4. TEXTURED SURFACE MODELING
In textured surface, the direction normal to local surface area dS may be randomly distributed about an average
direction. Since the incident angle of the photons incident on dS is decided by the normal direction of dS , the next flight
direction off dS would be accordingly distributed. In this study, we assume the direction normal to dsS is distributed
with some probability density function N(6,). Here 6,is the angle by which the normal direction of dS is off from a

reference direction. A reasonable choice for the reference direction may be the direction normal to non-textured flat surface.

specular photon »

‘reference surface

Incident photon
Fig. 5. Modeling of the photon reflection off textured surfaces

Fig. 5 shows a case in which a photon is incident on a local surface area dS whose normal direction is off by an angle



6, with respect to the reference normal. In reality, there exist two degree of freedoms in the local surface direction angle
0, . Thus, the angle &, may be divided into two angles, 6, and 6, , i.c., the angles measured in the incidence plane and
the plane perpendicular to the incidence plane, respectively. Here the incidence plane is defined by both the reference
normal and photon incidence direction. In this study, we introduce probability density functions 7,(6,) and P,(6,) for
photons to be incidenton dS specified by 6, and ), which are expressed, respectively by

P(6,)=k;cos™ 6, -cos(0,-6,), 6,-n/2<6,<x/2 (14)
/2

k, =1/ ‘E_ /zcos"-" 0, -cos(8, - 6,)d6, (15)

F(6,)=k,cos™ 6, -cosb,, -n/2<0,<n/2 (16)

k =1/ cos" 6,46, a”n

where k; and k, are normalization constants and n, is a parameter related with the randomness of the surface

topography. The surface would become flatter as n,, increases and, for instance, the case #,, =0 would correspond to

the non-textured flat surface.

In Monte Carlo simulation, the normal direction angles of dS', 6, and 6, are determined by two random numbers,

P and P, such that the conditions

=, P a®)

=l 2

(i
Py = fﬂ/zﬂ(r)dr (19)
should be satisfied. Once the normal direction of dS is specified by the angles ), and ), either the photon reflection
velocity v, or transmission velocity v, off the local surface area dS would be similarly found as in the regular

reflection off flat-surfaced walls.

5. SIMULATION RESULTS

For computer simulation, parameters such as the absorption coefficient @ in crystal layers and the net absorption factor
in ohmic electrode A, should be specified. In the case of absorption coefficient, we assume & = 8cm™" for confining

layers, & =200cm™ for active layer, and & = 8000 cm ™ for absorbing substrate. However, absorption coefficients in
ohmic region are rarely known and thus, in this study, we presume A, = 0.5 for AlGaAs or InGaAlIP systems and A

ohm

= 0.1 for InGaN systems. It is noted that ochmic absorption in a wide bandgap semiconductor such as GaN may be

significantly smaller than in AlGaAs or InGaAIP systems.

243



244

Fig. 6 shows the variation of the photon output coupling efficiency n.(x,,¥,,2,) as a function of photon generation
position, in a typical rectangular cubic structures utilizing a transparent substrate (TS). In general, the photon output

coupling efficiency 77, will be smaller in the region under the top ohmic electrode because of the severe photon shielding
by the top electrode. In this study, the average photon output coupling efficiency 7], is estimated by averaging the

photon output coupling efficiencies at multiple points around the perimeter of the top electrode image projected into the

active layer.
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Fig. 6. Photon output coupling efficiency depending on the position in the active layer
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Fig. 7. Photon output coupling efficiency depending on the horizontal deformation angle

The most important design parameters in the geometrically deformed chips would be the horizontal plane deformation

angle @, and the vertical plane deformation angle «,. It is noted that the rhomboidal chip with &,=90°and «, =0°



corresponds to the conventional rectangular cubic chips. Fig. 7(a) and 7(b) show the average photon output coupling
efficiency as a function of @, in the rhomboidal and triangular chips, respectively. In thomboidal chips, the photon output
coupling efficiency increases as ¢, decreases. However, in triangular chips, the output coupling efficiency increases as
@, is being far off from 60°. It is noted that when ¢, = 60°, there exists some symmetry in horizontal plane. The photon
output coupling efficiency also shows a sensitive dependence on the vertical plane deformation angle ¢, as shown in Fig,
8 (a) and (b). In general, as ¢, increases, the photons reflected off the walls would be directed more toward the upper
region and, as a result, the photon interaction with the substrate would be minimized. Thus, as shown in Fig. 9, the

improvement by patterned bottom electrode becomes minimal as ¢, increases.
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Fig. 8. Photon output coupling efficiency depending on the vertical plane deformation angle
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Fig. 10 shows the effect of the surface texturing both in the rectangular cubic chips and the geometrically deformed chips.
In rectangular cubic chips, the photon output coupling efficiency increases rather sensitively as the surface texturing index
n,, decreases. In geometrically deformed chips, however, the photon output coupling efficiency that is significantly
improved over that in rectangular cubic chips is rather insensitive to surface texturing index n,, . The fact clearly indicates
that the photon trajectory randomization by the microscopically textured surface is overwhelmed by the photon trajectory
change by macroscopically deformed chip cavity. In this sense, the surface texturing process may not be necessary in
geometrically deformed chips.

The slanting of all of the side walls in geometrically deformed chips may require a very sophisticated chip-dicing process.
However, as shown in Fig. 11, the photon output coupling efficiency is still improved significantly by slanting only one or

two side walls, compared to the conventional rectangular cubic chips.
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6. DISCUSSINS AND CONCLUSIONS

In the case of geometrically deformed chips, photon trapping due to continued total internal reflections inside the cavity is
virtually eliminated and thus, most of the photons generated in the active region are able to escape to the outside of the chip
in a couple of flights. As a consequence, in the case of AlGaAs or InGaAIP systems, the photon output coupling efficiency
is improved by about 100 % over that achieved in conventional rectangular cubic chips. One of the critical issues in
geometrically deformed chips may be how to obtain the slanted side walls. A possible approach may be to dice chips by
utilizing double slanted sawing of wafers as illustrated in Fig 12.

It is speculated that both the rhomboidal and triangular chips also have some potential in integrated chip array lamps.
Some of the chip array configurations are shown in Fig. 13. When the chips are arrayed such that the side walls of
neighboring chips face each other as shown in Fig. 13(a), the laterally emitted photons would be blocked or absorbed by the
nearby chips. As a result, the efficiency of the integrated LED lamp would be degraded seriously below that in single chip
LED lamp. However, if either thomboidal or triangular chips are arrayed such that the neighboring side walls face each
other obliquely as illustrated in Fig. 13(c) and 13(d), the optical interference between nearby chips would be virtually
eliminated. The minimized optical coupling would prevent the efficiency of the integrated LED lamps from degrading
seriously below that in single chip LED lamps. Integrated chip arrays with minimized optical interference may find

applications in such as super-bright LED lamps and uniformly illuminated full-color pixels.
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Diode light sources for retinal scanning displays
Daniel C. Bertolet, Nima Bertram, John R. Lewis, and Abraham Gross

Microvision, Inc., 2203 Airport Way South, Suite 100, Seattle, WA 98134

ABSTRACT

We present the results of an ongoing investigation into the use of directly modulated light emitting diodes and laser diodes as
light sources for a retinal scanning display. Devices studied include commercially available single-mode 635 nm laser
diodes, custom fabricated red edge-emitting LEDs, custom fabricated gallium nitride-based green and blue edge-emitting
LEDs, and commercial LEDs. The diodes were characterized in both DC (light vs. current/voltage), and high frequency (~ 1
ns rise/fall pulse) regimes, and measured for luminance using a CCD camera in conjunction with a variable image aperture,
variable NA light collection system. Results show that edge-emitting LEDs and laser diodes are each suitable for a particular
range of display requirements.

Keywords: retinal scanning display, virtual display, laser diode, edge-emitting LED, gallium nitride, AllnGaP

1. INTRODUCTION

Virtual Retinal Display™ (VRD™) is a novel retinal scanning display technology being developed and commercialized at
Microvision, Inc., in Seattle, Washington"?. Retinal scanning displays generate images by raster scanning a beam of light
directly to the retina, thereby eliminating the need for a traditional display screen. A retinal scanning display can be

separated into four basic system components: drive electronics, light sources, scanners, and viewer optics, as depicted in
Figure 1.

Drive
Electronics

Viewer Optics

input
Source
Image

Scanners

Light Sources

Figure 1: Virtual Retinal Display system components.

The basic display characteristics of luminance, dynamic range, uniformity, number of gray levels, and image quality are all
inherently limited by the light source. Because of their compact size, low cost, and efficiency, diodes are attractive
candidates for retinal scanning displays. In addition, retinal scanning displays directly illuminate the retina and therefore
require a relatively small amount of optical power. Depending on the specifics of the display, light power delivered to the
eye can be as low as a few hundred nW. However, because VRD optical systems are typically designed to be diffraction-
limited, the light source must have relatively high luminance (cd/m®). In short, we desire a light source that emits from a
small area over a narrow range of angles.
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For a diffraction limited VRD system with specified display luminance, the system variables that determine the required
luminance of the light source are resolution, exit pupil area, and overall system transmission efficiency. For example, a VRD
system with luminance of 100 cd/m? (similar to an average CRT monitor), VGA resolution (640 x 480 pixels), 20x15° field
of view, 5 mm diameter exit pupil, and optical throughput efficiency of 25% would require a light source with luminance of
1.4x10° cd/m®. For reference, typical commercial visible LEDs in standard lensed packages can produce a maximum of
about 1x10° cd/m?, while 2 5 mW 635 nm single-mode laser diode generates about 2x10"? cd/m*.

Another desirable characteristic of diode light sources is that their output can be directly modulated with drive current. Once
the relationship between drive current and light output is characterized, any given schedule of display luminance, or "gray
level," can be generated. The required response time for modulating the light source is determined by the display resolution
(number of pixels) and the video frame rate. The minimum pixel time for a 60 Hz, non-interlaced, sinusoidally scanned,
VGA resolution display is about 20 ns, which would require a minimum light source modulation rate of 25 MHz.

High efficiency LEDs and laser diodes in the red region of the spectrum are established commercial commodities. High
efficiency blue and green LEDs based on gallium nitride materials have become commercially available in the past few years.
Reported operation of gallium nitride laser diodes has been limited to the wavelength range of about 400 to 430 nm, which is
in the violet range of visible spectrum where human eye sensitivity is very low. The world leader in the field, Nichia
Chemical, Ltd. (Tokushima, Japan), plans to commercially introduce a ~ 400 nm laser diode targeted for the optical storage
market in early 1999. Unfortunately, for an RGB display, the blue wavelength needs to be in the range of 450 to 470 nm. It
is projected that will be at least 1 to 3 years before blue laser diodes becomes commercially available, and even longer for
green laser diodes. Thus at Microvision we have been investigating custom edge-emitting LEDs, which are capable of
generating higher luminance than standard LEDS’.

2. EXPERIMENT

Commercial LEDs studied include 645, 595, 525, and 470 nm devices from various vendors. We have found that LED
luminance has a local maximum on the chip face perpendicular to the junction plane, in the few microns of material centered
around the active layer. For LEDs packaged in the typical plastic lens, we machined away the plastic encapsulent to expose
the edge of the chip for luminance measurement. Laser diodes tested were 5 mW 635 nm single-mode laser diodes from
Sanyo. Custom AllnGaP 650 nm edge-emitting LEDs were fabricated by an external vendor, with stripe widths from 3 to 6
um, using both proton implanted and dual channel ridge waveguide structures. Custom gallium-nitride based ~ 470 and ~
520 nm quantum well edge-emitting LEDs were fabricated by an external vendor. Stripe contact widths are 3, 4, or 5 um,
and device length is 500 pm.

Light output and voltage versus drive current data were collected using an ILX laser diode driver and temperature controlled
diode mount, and a Newport radiometer, all controlled with a Lab View (National Instruments) equipped PC. High
frequency data were generated using a pulser from Avtech Ltd. (Ottawa, Canada), in conjunction with a avalanche
photodiode/amplifier module from Hamamatsu with a 1 GHz bandwidth, and analyzed on a 1 GHz bandwidth digital
oscilloscope. Luminance was measured using a 40X microscope objective to project an image of the emitter onto a CCD
camera, which provided emitter size information. A radiometer was put in place of the CCD to measure power. If desired,
the source size could be controlled by placing a variable aperture in front of the CCD. The numerical aperture of the system
was varied by inserting an adjustable iris at the back focal plane of the microscope objective.

3. RESULTS AND DISCUSSION
3.1 Commercial LEDs

As described above, commercial LEDs in the standard lensed lamp package are 3 or more orders of magnitude too low in
luminance for a VRD system with reasonable specifications. To further investigate the potential of commercial LEDs, we
measured luminance directly from the edge of the LED chips, and also drove the LEDs to higher than rated current.
Summarized in Table 1 are the luminance results for all LEDs tested. The highest luminance we have measured to date was
for the Nichia green LED driven at 50 mA, which produced 1x10® cd/m?. In general, we found that the luminance measured
at the edge of the LED is a factor of ten or so higher than the luminance of the packaged lamp. This enhancement is believed
to be a result of light guiding in the junction plane, i.e., photons that are generated some finite distance in from the chip edge
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can contribute to Juminance. In contrast, a given area of the top surface of the LED chip only emits photons generated in the
corresponding area of the thin active layer directly below.

The 10 - 90% rise and fall times of commercial visible LEDs under optimum conditions are in the range of 13 to 25 ns, as
indicated in Table 1. For typical commercial LEDs, response times are inherently limited by the relatively large contact area
and associated junction capacitance. For a VGA resolution VRD with 2 minimum pixel time of 20 ns, commercial LED
response times are marginal at best. For SVGA resolution and above, they would be unacceptable. Overall, the combination
of low luminance and slow response time rules out the use of commercial visible LEDs as VRD light sources.

Wavelength | Luminance | Current Response
Device Material (nm) (cd/m*2) (mA) Time (ns)
LED AlGaAs 645 1.0E+07 100 --
LED AllnGaP 595 1.7E+06 40 13
LED InGaN 525 1.0E+08 50 18-25
LED InGaN 470 1.0E+07 100 15-25
Laser diode | AlInGaP 635 2.0E+12 50 2-7
EELED AlInGaP 650 2.0E+09 140 1-8
EELED InGaN 503 3.7E+08 150 0.7-6
EELED InGaN 461 1.4E+08 100 --

Table 1: Summary of luminance and response times. EELED = edge-emitting LED.
3.2. Laser diodes

Single-mode laser diodes emit primarily diffraction-limited light, and thus the bulk of their output can be coupled to a VRD
optical system. As mentjoned above, the luminance of a single-mode 5 mW, 635 nm laser diode is ~ 2x10'2 cd/m?, which is
sufficient to generate a VRD system with luminance levels approaching the limits of eye safety. We have built a
monochrome VGA display with 3000 cd/m? luminance using a commercial single-mode 15 mW 635 nm laser diode. The
high luminance offered by laser diodes allows the design of display systems with large exit pupils and/or partially reflective
surfaces for "see-through" displays, as in the previous example.

3.2.1. Light output control

Given that laser diodes can generate abundant luminance, the question is how to control the luminance. The non-linear
relationship between light output and drive current, and its dependence on temperature, is well documented for laser diodes.
For operation below lasing threshold, devices behave like LEDs. For typical 635 nm laser diodes, useable power below
threshold is limited to a few tens of microwatts, which is enough for some low luminance VRD applications. Above lasing
threshold, light output is also generally linear with drive current. If one wishes to operate the laser diode in lasing mode over
the entire range of display luminance, then the dynamic range of the display (maximum luminance/minimum luminance) is
determined by the maximum laser diode output, divided by the light output just above lasing threshold. For a Sanyo 5 mW,
635 nm single-mode laser diode, we have determined that the maximum dynamic range for operation above lasing threshold
is about 50:1.

If both high luminance, and large dynamic range are needed, then the laser diode must be operated in both lasing and LED
modes, i.e., it must be modulated across the highly nonlinear lasing threshold knee. In this case, luminance control with drive
current becomes more complicated. As a test case, we defined a luminance "schedule” with a 1000:1 dynamic range, made
up of 256 (8 bits) gray levels, which are spaced by equal ratiometric steps of 2.7%. This level of display fidelity is higher
than most any user would ever desire, and thus is a good measure of the most stringent demands that would ever be placed on
a laser diode light source. (Note that the human eye perceives proportional changes in luminance, and a 3% step change in
luminance is about the minimum that can be perceived under the most ideal conditions.)

To determine how well a laser diode succeeds at delivering the above-defined luminance schedule, we built a system which
measures the laser diode light output versus current characteristic across the entire range of operation at a given fixed
temperature, and then calculates the drive currents necessary to produce the luminance associated with each desired gray
level. We then use this drive current information to drive the laser diode to given gray levels, and then record the light output
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to compare it with the expected result. Shown in Figure 2 is a plot of 20 consecutive data runs taken on a Sanyo 5 mW, 635
nm single-mode laser diode. The straight line on the log scale is the average for all 20 runs, and illustrates that basic
characteristic of the desired gray level schedule is achieved. Also plotted is the standard deviation for the 20 runs, which
peaks at 3.2%, at gray level 153. This maximum in error occurs in the neighborhood of the lasing threshold knee, which
could be expected, since this is the region of highest nonlinearity. Nonetheless, the data shows that the laser diode can be
controlled with accuracy about equal to the minimum change that can be perceived by the human eye. Note that because
laser diode output is highly temperature sensitive, in a real display system either precise temperature control, or real-time
recalibration could be required to achieve the above result.
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Figure 2: Plot of light output versus gray level for Sanyo 5 mW, 635 nm single-mode laser diode. The straight line plotted on log scale is
the average of 20 consecutive runs. Standard deviation for the 20 runs reaches a maximum of 3.2% at gray level 153, which is located in

the lasing threshold knee.

3.2.2. Response time

The stripe-contacts used in single-mode laser diodes have relatively small area, and thus response time in LED mode is
typically limited by diffusion capacitance, which in turn is a function of the minority carrier lifetime. When a laser diode is
modulated within lasing mode, response times can be extremely fast (~ 10 GHz or more), which is significantly faster than
the requirements for a VRD system. However, when a laser diode is modulated between LED mode and lasing mode, an
additional turn-on delay is observed, a result of the time required for the carrier density to build up to the threshold value
before coherent light is emitted. The magnitude of this turn-on delay is a function of both the initial and final current
injection levels. The worst case is when the diode is modulated between a very low initial current, to a current just above
threshold, for which the turn-on delay is proportional to the total carrier lifetime.

In the example given in the previous section, the drive current associated with gray level "0" is typically about 10 mA for the
Sanyo 5 mW, 635 nm single-mode laser diode. Shown in Figure 3 are oscilloscope plots of the rise and fall times of a Sanyo
5 mW laser diode driven by a 50 mA, 200 ns pulse, with 10 mA DC bias. The horizontal time scale is 1 ns per division. The
rise and fall times of the optical output are 0.32 ns and 2.6 ns, respectively, with a turn-on delay of ~ 3 ns. We took similar
data over a wide range of conditions, and the results are summarized as follows:

e  For modulation within lasing mode, maximum rise, fall, and turn-on delays are all in the range of 2 to 3 ns.

e  For modulation both above and below lasing threshold to generate a 1000:1 dynamic range, maximum rise/fall times
are in the 6 to 7 ns range, while maximum turn-on delay is 3.5 ns.
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Figure 3: Oscilloscope plots of rise and fall times for Sanyo 5 mW single-mode 635 nm laser diode. Upper trace (B) is the drive current
pulse, lower trace (C) is the optical output. Horizontal scale is 1 ns per division. Vertical scale for current trace is 20 mA per division.

3.3 Edge-emitting LEDs

Because laser diodes in green and blue wavelengths are not currently available, we have been investigating edge-emitting
LEDs. In addition, for displays in the lower luminance ranges, it may be preferable to use LEDs instead of laser diodes, since
LED output is simpler to control, and LEDs are typically cheaper and more reliable than laser diodes. Edge-emitting LEDs
are similar in structure to laser diodes, and can deliver higher luminance than standard bulk, or surface-emitting LEDs".

3.3.1. Red

Total power output for the red edge-emitting LEDs ranged from 0.2 to 0.3 mW with 200 mA drive current. We were able to
couple a maximum of 14 uW into single-mode optical fiber, which translates to a luminance of 2x10° cd/m2. This is still 3

orders of magnitude lower than the luminance of a laser diode, but is enough to generate a VRD with luminance on par with a
CRT monitor, as noted in the introduction section.

Control of LED luminance is generally simpler than the laser diode case, because LED output is nearly linear with drive
current, and is relatively temperature independent. However, if a high dynamic range and a large number of ratiometric gray
levels, such as the luminance "schedule" defined in Section 3.2.1, are desired, then luminance control in the lower ranges
becomes difficult. Take as an example one of our 650 nm edge-emitting LEDs operated over a drive current range of 100
mA, within which range the output is still fairly linear. To generate a 1000:1 dynamic range, the drive current for gray level
"0" would be ~ 0.1 mA. Taking the 2.7% luminance step up to gray level "1" would then require a 2.7% increase in drive
current, or ~ 3 nA. This degree of drive current resolution would likely require specialized drive electronics, such as a D/A
converter with a nonlinear transfer function.

Response time of edge-emitting LEDs is proportional to the minority carrier lifetime, which is affected by the current density.
Hence, the response time is dependent on operating conditions, and in general, the smaller the drive current the slower the
response. The specifics of the LED operating range for a given display is dependent on the display dynamic range and
number of gray levels, which must be defined before an LED can be qualified. We have measured response times of our red
edge-emitting LEDs under various conditions. In the best case measured -- 100 mA pulse with 5 mA DC bias -- the rise and
fall times were 1.2 and 1.6 ns, respectively. In the worst case measured -- 1 mA pulse with 1 mA DC bias -- the rise and fall
times were 8 and 6 ns, respectively.

3.3.2. Blue

Shown in Figure 4 is light output and operating voltage versus drive current data for three of the blue edge emitters, one of
each stripe width. The maximum total output power measured was 118 uW from a 5 pum stripe device driven at 180 mA, The
narrower stripes put out less power, most likely because current density-dependent saturation effects set in earlier with
narrower stripes. At elevated currents, the light output has become sublinear with drive current, but it has not yet rolled over.
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Figure 4: Voltage and light output as a function of drive current for blue edge-emitting LEDs with 3, 4, and 5 pm stripe widths.

Turn-on voltages are in the range of 3.5 V, which is respectable for blue nitride LEDs. Series resistance ranges from about
10 to 17 ohms.

The emission exhibits a blue shift with increasing current density, as is typically seen in blue nitride LEDs*. The blue shift is
caused by localized compositional fluctuations that produce low energy states that become saturated as current density
increases. For edge-emitters this effect is more pronounced, since the current densities are up to 500 times higher than in
typical commercial devices which have much larger contact area, and are driven at only 20 mA. Shown in Figure 5 are
electroluminescence spectra measured at increasing drive currents (3, 25, 125 mA) for a 3 um stripe blue device. As can be
seen, the emission peak blue shifts by a total of 9 nm, and the FWHM increases from 27 to 43 nm. For a given current, this
effect is less pronounced in larger stripe widths, since current density is lower.
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Figure 5: Normalized electroluminescence spectra for a 3 um stripe blue edge-emitting LED, driven at 3, 25, and 125 mA.
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The maximum luminance measured from the blue edge-emitting LEDs was 1.4x10® cd/m? for a 3 pm stripe device driven at
100 mA, at which the emission wavelength was 461 nm. This luminance value was achieved in a measurement setup with a
collection N.A. of 0.14, into which 1.9 uW of blue power was coupled. A diffraction limited VRD optical system designed
for a light source with the emitter dimensions of these LEDs would have a limiting N.A. of about 0.1, for which we could
expect to couple about 1 W of useable optical power. Overall, the luminance of the blue edge-emitters is about an order of
magnitude higher than that measured from the edge of the best commercial blue LED.

3.3.3. Green

Shown in Figure 6 is light output and voltage versus current data for three of the green edge emitters, one of each stripe
width. The maximum total output power measured was 42 pW. Overall, the green output power is lower than that of the
blue edge-emitters, behavior that is also typical of commercial LEDs, since InGaN quantum well material quality tends to
degrade at longer emission wavelengths’. Turn-on voltages are around 3.5 V, with series resistance of about 12 ohms. The
voltage characteristics of the green edge-emitters are similar to those of the blue, suggesting that the p-type ohmic contacts
are playing a dominant role.
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Figure 6: Voltage and light output as a function of drive current for green edge-emitting LEDs, with 3, 4, and 5 pm stripe widths.

The green emission exhibits a strong blue shift with increasing current density, even more pronounced than that observed for
the blue devices. The enhanced blue shift is believed to be a result of the green InGaN material containing deeper localized
low energy states’. In fact, it has been reported that the emission wavelength of InGaN quantum well material is tuned not by
varying the indium fraction, but by controlling growth conditions to alter the nature of the localized composition
fluctuations®. Shown in Figure 7 are electroluminescence spectra measured at increasing drive current (5, 25, 125 mA) for a
3 pm stripe device. The emission peak blue shifts by a total of 28 nm, and the FWHM increases from 36 to 46 nm.

The maximum luminance measured to date from the green devices is 3.7x10% cd/m? for a 3 pm stripe device driven at 150 '

mA, at which point the emission wavelength was 503 nm. In this case, the power coupled to the N.A. = 0.14 experimental
setup was 1.0 uW, and thus for a VRD optical system with N.A. = 0.1 we could expect to couple about 0.5 uW of power.
The luminance achieved with the green edge-emitter is about a factor of 4 higher than that obtained at the edge the best
commercial green LED. Note that the human eye is about 2 times less sensitive to light at 503 nm compared to 520 nm,
which translates to 2 times more power to generate equivalent luminance.
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Figure 7: Electroluminescence spectra for a 3 pm stripe green edge-emitting LED, driven at 5, 25, and 125 mA.

The results with red edge-emitting LEDs show that we can expect from about 5 to 10% of the total output power to be
emitted in a single mode, which is useable light for a diffraction-limited VRD optical system. In the case of the green and
blue edge-emitters, this fraction is only about 1%. We believe that for the red edge-emitters, the waveguiding layers in the
structure help couple spontaneous emission into the guided, single mode’. In contrast, the green and blue edge-emitters do
not contain any guiding layers other than the QW barriers, and thus we expect the guiding effect to be less prevalent. With
improved materials and modified epitaxial layer designs, we believe it should be possible to attain luminance from blue and
green edge-emitting LEDs that is comparable to what we have achieved with red edge-emitting LEDs. Work is ongoing in
this.area.

Response times were measured for a 3 um stripe green edge-emitter. During pulsing, the diode was held at a DC bias of 2.7
V, which produced a current of 0.1 mA, and light output of 28 nW. Thus, to produce a 1000:1 dynamic range, a maximum
light output of 28 uW would be required, which falls within the expected output power range, as shown in Figure 5. For a
100 mA, 200 ns pulse, optical output rise and fall times were 0.7 and 1.8 ns, respectively. As expected, response times
lengthen as the drive current pulse intensity is decreased. The smallest pulse we tried was 0.5 mA with the same 2.7 V DC
bias, which gave rise and fall times of 6 ns.

4, CONCLUSIONS

We have determined that commercially available visible LEDs are not suitable for application in a VRD system with
competitive specifications. In general, typical commercial LED chips emit from too large an area, and over too broad a range
of angles. Commercially available single-mode red laser diodes provide enough luminance for any VRD application, and a
3000 cd/m* VGA display has been demonstrated at Microvision. We have shown that the luminance of a 5 mW, 635 nm
laser diode can be controlled with a degree accuracy enabling a high fidelity display with a 1000:1 dynamic range and 256
ratiometric gray levels. For the aforementioned case in which the laser diode is modulated both above and below threshold,
the maximum rise/fall times are in the 6 to 7 ns range, while maximum turn-on delay is 3.5 ns. Overall, red laser diodes are
good light sources for relatively high fidelity, high luminance displays.

Custom 650 nm edge-emitting LEDs generated a luminance of 2x10° cd/m?, with response times ranging from 1.2 to 8 ns.
Custom gallium nitride based edge-emitting LEDs exhibited respectable operating characteristics, and delivered luminance of
3.7x10® cd/m?® (green), and 1.4x10® cd/m? (blue). Rise/fall times of a green device ranged from 0.7 to 6 ns. Development is
continuing with the nitride edge-emitters, and we believe it will be possible to achieve luminance comparable to red edge-
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emitting LEDs. Overall, edge-emitting LEDs in red, green, and blue are excellent light source candidates for full color,
medium-fidelity, compact, and economical VRDs.
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